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Abstract
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1 Introduction

In recent years, factor models have achieved great popularity in applied econometrics and statistics. Panel factor series have been extensively used in macroeconometrics to model parsimoniously the presence of cross sectional correlation, e.g. in the analysis of business cycle models (Forni and Reichlin, 1998). Many other applications are possible - see e.g. the discussion in Bai (2004), Bai and Ng (2006a, 2006b, 2010), and the references therein. Nonstationary panel factor series have also been paid noticeable attention in applied statistics, where Lee and Carter’s (1992) model for mortality forecasting has generated a huge body of literature (see Girosi and King, 2007).

The literature has recently produced significant developments in the inferential theory. Joint asymptotic theory for \((n, T) \to \infty\) has been studied for the case of stationary and nonstationary data, allowing for serial and cross sectional dependence and heterogeneity - see, inter alia, Bai (2003, 2004) and Bai and Ng (2002, 2004). The main focus of this paper is to complement the existing asymptotic theory, by investigating the validity of the bootstrap for nonstationary panel factor series defined as

\[
x_{it} = \lambda'_i F_t + u_{it}, \tag{1}
\]

with \(i = 1, \ldots, n\) and \(t = 1, \ldots, T\) and

\[
F_t = F_{t-1} + \varepsilon_t. \tag{2}
\]

Model (1) is a standard nonstationary panel factor model - we also refer to Bai (2004) and the references therein for a discussion of the various possible applications. Bootstrapping (1) could prove useful for at least three reasons. Firstly, as the theory developed in Bai (2004) and Kao, Trapani and Urga (2011) shows, the asymptotics heavily depends on nuisance parameters, and the bootstrap could help deal with this. Moreover, limiting distributions are often complicated and depend on somewhat arbitrary assumptions on the relative speed of divergence of \(n\) and \(T\). Finally, the common factors \(F_t\) are often not observable and need to be estimated, thereby adding a further component to the error term \(u_{it}\) in (1). In light of this, and in order to accommodate for serial dependence, this article
proposes a sieve bootstrap algorithm (Bühlmann, 1997), building on the theory developed by Park (2002, 2003) and Chang, Park and Song (2006). Whilst this paper moves from a similar research question, namely to show an Invariance Principle (henceforth, IP) for the bootstrap counterpart to \( x_t \), proving an IP for nonstationary factor models is a different type of exercise to the pure time series case studied by Park (2002) and, in a cointegration framework, by Chang, Park and Song (2006). This is due to two distinctive features of model (1): (a) the presence of the latent variables \( F_t \), which are replaced by generated regressors, thereby affecting the asymptotics and the bootstrap asymptotics, and (b) the fact that the asymptotics, in this framework, depends jointly on two indices, \( n \) and \( T \).

This article makes two main contributions. In the first part of the paper (Sections 3 and 4), a bootstrap IP is derived and applied to the estimation of loadings, common factors and common components. The resampling algorithm is based on extracting the common factors from (1) by using the Principal Components estimator (PC) and thereafter fitting a Vector AutoRegression (VAR) of order \( q \) to the estimated common factors and to the residuals. Two ancillary technical contributions of this section are the asymptotic theory for \( \hat{F}_t = \hat{F}_{t-1} \), and the derivation of an upper bound for \( q \), which depends on both \( n \) and \( T \). These results are based on a “one cross sectional unit at a time” resampling algorithm, and therefore are only pointwise in \( i \). Thus, cross sectional dependence among the \( u_{it} \)s is not taken into account. This is useful in some applications of (1), e.g. when applying bootstrap to approximate the limiting distribution of the estimated \( \lambda_i \)s, or when cross sectional dependence is negligible - see Section 4 for discussion. In the second part of the paper (Section 5), joint bootstrap asymptotics as \( (n, T) \to \infty \) is developed, to also accommodate for the possible presence of cross dependence in the \( u_{it} \)s. We show that the estimation of the long run variance matrix of the \( u_{it} \)s is fraught with difficulties, due to its high dimension (growing with \( n \)). Section 5 contains a negative result, highlighting that consistent estimation of long run covariance matrices is not possible in this context, unless there is very little cross dependence. Finally, the paper also provides some initial results for the extension of bootstrap theory to the case of a mixture of stationary and nonstationary common factors in (1).

The paper is organised as follows. Section 2 introduces the model and discusses the main assumptions. Section 3 contains the resampling algorithm and the relevant asymp-
totics. Applications to univariate and multivariate problems are in Sections 4 and 5 respectively. The extension to a mixture of stationary and nonstationary common factors in Section 6. Section 7 concludes. Preliminary lemmas and proofs are in Appendix A and B respectively.

NOTATION Throughout the paper, \( \|A\|_p \) denotes the \( L_p \)-norm of a matrix \( A \), i.e. \( \max_x \|Ax\|_p / \|x\|_p \) (the Euclidean norm being defined simply as \( \|A\| \)), \( \sim \) indicates a unit column vector of dimension \( m \), “\( \rightarrow \)” the ordinary limit, “\( \overset{d}{\rightarrow} \)” weak convergence, “\( \overset{P}{\rightarrow} \)” convergence in probability, “a.s.” stands for “almost surely”; generic finite constants that do not depend on \( n \) or \( T \) are referred to as \( M \). Stochastic processes such as \( W(s) \) on \([0,1]\) are usually written as \( W \), integrals such as \( \int_0^1 W(s) \, ds \) as \( \int W \) and stochastic integrals such as \( \int_0^1 W(s) \, dW(s) \) as \( \int WdW \).

Also, we extensively use the following notation: \( \delta_{nT} = \min \{ \sqrt{n}, \sqrt{T} \} \), \( C_{nT} = \min \{ \sqrt{n}, T \} \), \( \varphi_{nT}^F = \min \{ n, \sqrt{T/\log T} \} \) and \( \varphi_{nT}^u = \min \{ \sqrt{n}, \sqrt{T/\log T} \} \).

2 Model and assumptions

Consider model (1) and the data generating process of \( F_t \)

\[
x_{it} = X'_t F_t + u_{it},
\]

\[
F_t = F_{t-1} + \varepsilon_t,
\]

where we assume that the (unobservable) factors \( F_t \) are a \( k \)-dimensional process. We refer to Bai (2004) for the estimation of \( k \). All the theory is studied for \( (n, T) \rightarrow \infty \) jointly - see Phillips and Moon (1999) for definition and discussion.

Consider the following assumptions:

**Assumption 1:** *(time series and cross sectional properties of \( u_{it} \))* let \( u_t = [u_{1t}, \ldots, u_{nt}]' \); then \( u_t \) admits an invertible \( MA(\infty) \) representation

\[
u_t = \Gamma(L) e_t^u = \sum_{j=0}^{\infty} \Gamma_j e_{t-j}^u,
\]

where \( i \) \( e_t^u \) is i.i.d. across \( t \) with \( E[e_t^u] = 0, E[e_t^u e_t^w] = \Sigma_u \); also, letting \( e_t^w \) be the
i-th element of $e_i^n$, $\max_{i,t} E |e_{it}^n|^8 < \infty$; (ii) $\sum_{j=0}^{\infty} \Gamma_j L^j \neq 0$ for all $|L| \leq 1$ and, letting $\Gamma_{i,j}$ be the i-th row of $\Gamma_j$, $\max_{i,t} \sum_{j=0}^{\infty} j^n \|\Gamma_{i,j}\| < \infty$ for some $s \geq 1$; (iii) (cross sectional dependence) (a) $\|\Gamma(1)\|_1 \leq M, \|\Gamma^{-1}(1)\|_1 \leq M, \|\Gamma^{-1}(1)\|_\infty \leq M$ and $\|\Sigma_u\|_1 \leq M$; (b) $E |n^{-1/2} \sum_{t=1}^{n} [u_{it} u_{it} - E(u_{it} u_{it})]|^4 \leq M$ for every $(t,s)$; (iv) (initial conditions) $E |u_{i0}|^4 \leq M$ for all $i$.

**Assumption 2:** (time series properties of $\varepsilon_t$) $\varepsilon_t$ is a $k$-dimensional vector random process (with finite $k$) and it admits an invertible $MA(\infty)$ representation where $\varepsilon_t = \alpha(L) e_t = \sum_{j=0}^{\infty} \alpha_j L^j e_t^{j-1}$ with (i) $e_t$ is i.i.d. with $E [e_T^j] = 0$, $E [e_T^j e_T^T] = \Sigma_e$ and $E \|e_T^j\|^r < \infty$ for some $r > 4$; (ii) $\sum_{j=0}^{\infty} \alpha_j L^j \neq 0$ for all $|L| \leq 1$ and $\sum_{j=0}^{\infty} j^n \|\alpha_j\| < \infty$ for some $s \geq 1$; (iii) the matrix $\Sigma_{\Delta F} = \sum_{j=0}^{\infty} \alpha_j \Sigma_{\epsilon} \alpha_j^T$ is positive definite; (iv) (initial conditions) $E \|F_0\|^4 \leq M$.

**Assumption 3:** (identifiability) the loadings $\lambda_i$ are (i) either nonrandom quantities such that $\|\lambda_i\| \leq M$, or random quantities such that $E \|\lambda_i\|^4 < \infty$; (ii) either $n^{-1} \sum_{i=1}^{n} \lambda_i \lambda_i' = \Sigma_A$ if $n$ is finite, or $\lim_{n \to \infty} n^{-1} \sum_{i=1}^{n} \lambda_i \lambda_i' = \Sigma_A$, if $n \to \infty$ with $\Sigma_A$ positive definite; (iii) the eigenvalues of the matrix $\Sigma_A^{1/2} \Sigma_{\Delta F} \Sigma_A^{1/2}$ are distinct, and the eigenvalues of the stochastic matrix $\Sigma_A^{1/2} \left( T^{-2} \sum_{t=1}^{T} F_t F_t' \right) \Sigma_A^{1/2}$ are a.s. distinct as $T \to \infty$.

**Assumption 4:** (i) $\{\varepsilon_t\}$, $\{u_{it}\}$ and $\{\lambda_i\}$ are three mutually independent groups; (ii) $F_0$ is independent of $\{u_{it}\}$ and $\{\varepsilon_t\}$.

Parts (i) and (ii) of Assumption 1 allow to establish an IP for the of the bootstrap value from the general linear process $u_{it}$. Part (i) is slightly more stringent than Assumption 3.1 in Park (2002, p. 474), where the existence of the fourth moment suffices. In this context, assuming $r > 4$ is needed for the validity of inferential theory for factor models; see also Assumption C(1) in Bai (2004). Part (ii) of the assumption is needed in order to approximate the $AR(\infty)$ polynomial with a finite autoregressive representation - see e.g. Hannan and Kavalieris (1986). Letting $E(u_{it} u_{jt}) = \tau_{ij}$, part (iii) entails that $\sum_{i=1}^{n} |\tau_{ij}| \leq M$ for all $j$, since $E(u_{it} u_{jt}) = \Gamma(1) \Sigma_u \Gamma'(1)$ and $\|E(u_{it} u_{jt})\|_1 \leq \|\Gamma(1)\|^2 \|\Sigma_u\|_1$. Similar requirements on the (weak) cross dependence of the error term are in Pesaran and Tosetti (2011) and Chudik and Pesaran (2011). That $\|\Gamma^{-1}(1)\|_1$ be finite could be derived in principle from more primitive assumptions on $\Gamma(1)$ - see e.g. Kolotilina (2009). Part (iii) allows for
some cross sectional dependence in the error term $u_{it}$; part (iii)(b) is the same as Assumption C(4) in Bai (2004). Note that parts (i)-(iii) entail that $T^{-1} \sum_{s=1}^{T} \sum_{t=1}^{T} |\gamma_{s-t}| \leq M$, where $\gamma_{s-t} = n^{-1} \sum_{i=1}^{n} \gamma_{i,s-t}$ and $\gamma_{i,s-t} = E(u_{it}u_{is})$, which is part (2) of Assumption C in Bai (2004, p. 141).

Assumption 2 mimics Assumption A in Bai (2004) and is required in order for the dimension of the factor space to be estimated consistently, and also to derive the asymptotic theory for the estimated factors. Part (i) is enough for both purposes, and it is equivalent to Assumption 3.1(a) in Park (2002, p. 474); part (ii) plays the same role as Assumption 1(ii). Note that part (iii) rules out cointegration among the $F_{it}$s, which is the same as Assumption A(2) in Bai (2004, p. 140). Also, Assumption 2 entails a Law of the Iterated Logarithm for $F_{it}$ (see Phillips and Solo, 1992, Theorem 3.3) to hold, whence $\liminf_{T \to \infty} (\log \log T) T^{-2} \sum_{t=1}^{T} F_{it}F_{it}' = D$ where $D$ is a nonrandom positive definite matrix; this is part (3) of Assumption 2 in Bai (2004). Assumptions 3 and 4 are standard requirements for the asymptotics of the estimates of $\lambda_{i}$ and $F_{it}$. See Bai (2004) for further details.

PC based inference on $\lambda_{i}$ and $F_{it}$ is studied in Bai (2004). The common factors $F_{it}$ are estimated by $\hat{F}_{it}$ under the restriction that $T^{-2} \sum_{t=1}^{T} \hat{F}_{it}\hat{F}_{it}' = I_{k}$. The estimated common factor $\hat{F}_{it}$ is $T$ times the eigenvectors corresponding to the $k$ largest eigenvalues of matrix $XX'$ where $X = [x_1, ..., x_n]'$ with $x_i = [x_{i1}, ..., x_{iT}]'$. Then $\lambda_{i}$ can be estimated applying OLS to

$$x_{it} = \lambda_{i}\hat{F}_{it} + v_{it},$$

thus $\hat{\lambda}_{i} = \left[\sum_{t=1}^{T} \hat{F}_{it}\hat{F}_{it}'\right]^{-1} \left[\sum_{t=1}^{T} \hat{F}_{it}x_{it}\right]$. It is well known that $\lambda_{i}$ and $F_{it}$ are identifiable only up to a transformation. Therefore, PC estimates the space spanned by the factors $F_{it}$ (and the loadings $\lambda_{i}$), thereby finding $H'F_{it}$ instead of $F_{it}$ and $H^{-1}\lambda_{i}$ instead of $\lambda_{i}$, where $H$ is a $k \times k$ invertible matrix given by

$$H = \left(\frac{1}{nT} \sum_{i=1}^{n} \lambda_{i}\lambda_{i}'\right) \left(\frac{1}{T^2} \sum_{t=1}^{T} F_{it}F_{it}'\right) V_{nT}^{-1},$$

with $V_{nT}$ a $k \times k$ diagonal matrix containing the eigenvalues of $\frac{1}{nT} XX'$ in descending order. The effect of replacing the true, unobservable factors $F_{it}$ with their estimates $\hat{F}_{it}$ is
to inflate the error term \( u_{it} \) in (1):

\[
v_{it} = u_{it} + \lambda' \left( H'F_t - \hat{F}_t \right).
\]

(5)

Consider the following notation, which is henceforth used throughout the paper. Let \( W_\epsilon \) be a \( k \)-dimensional Brownian motion with covariance matrix \( \Sigma_{\Delta F} \); also, \( W_{u,i} \) denotes a scalar Brownian motion independent of \( W_\epsilon \) with variance \( \sigma_{u,i}^2 = \Gamma_i (1) \Sigma_u \Gamma_i' (1) \), where \( \Gamma_i (1) = \sum_{j=0}^{\infty} \Gamma_j \) is the \( i \)-th row of \( \Gamma (1) \).

**Proposition 1** Let Assumptions 1-4 hold. As \( T \to \infty \) for every \( i \)

\[
\frac{1}{\sqrt{T}} \sum_{t=1}^{[Ts]} \begin{bmatrix} \Delta \hat{F}_t \\ u_{it} \end{bmatrix} \overset{d}{\to} \begin{bmatrix} H'W_\epsilon (s) \\ W_{u,i} (s) \end{bmatrix},
\]

(6)

uniformly in \( s \). Also

\[
\frac{1}{T^2} \sum_{t=1}^{T} \hat{F}_t \hat{F}_t' \overset{d}{\to} H' \left( \int W_\epsilon W_\epsilon' \right) H,
\]

(7)

\[
\frac{1}{T} \sum_{t=1}^{T} \hat{F}_tu_{it} \overset{d}{\to} H' \int W_\epsilon dW_{u,i}.
\]

(8)

As \( (n, T) \to \infty \) with \( \frac{n}{T} \to 0 \)

\[
\frac{1}{\sqrt{nT}} \sum_{t=1}^{[Ts]} \sum_{i=1}^{n} u_{it} \overset{d}{\to} \sigma_u W_u (s),
\]

(9)

\[
\frac{1}{\sqrt{nT}} \sum_{t=1}^{T} \sum_{i=1}^{n} \hat{F}_tu_{it} \overset{d}{\to} \sigma_u H' \int W_\epsilon dW_u,
\]

(10)

uniformly in \( s \), where \( W_u \) is a standard Brownian motion independent of \( W_\epsilon \) and \( \sigma_u = \lim_{n \to \infty} n^{-1} \nu_n \Gamma (1) \Sigma_u \Gamma' (1) n \).

Proposition 1 contains two types of results: equations (6), (7) and (8), which are univariate, pointwise in \( i \), and (9) and (10), which are joint limits. These results, used in conjunction with the Continuous Mapping Theorem (CMT), are the building blocks to prove the validity of bootstrap approximations.
In the remainder of the paper, we show bootstrap analogues to (6)-(8) - Sections 3 and 4. We also show bootstrap counterparts to (9) and (10) - Section 5.

3 Univariate sieve bootstrap: algorithm and IP

This section contains the algorithm to generate the bootstrap sample using a “one cross sectional unit at a time” resampling scheme. Asymptotic theory (pointwise in \(i\)) is reported in Section 3.2. The main output of this section are bootstrap analogues to (6)-(8).

Since (1) is a cointegrating regression, one may apply the algorithm of Chang, Park and Song (2006) to its observable counterpart (3). This would impose a unit root in the bootstrap counterpart to \(F_t\), which is needed in order for the bootstrap to be consistent - see Park (2003). Henceforth, we define \(\xi_{it} = [\Delta F_t', u_t']',\) with \(\xi_{it} = \sum_{j=1}^{\infty} \beta_{ij} \xi_{it-j} + e_{it},\) also denoting \(1 - \sum_{j=1}^{\infty} \beta_{ij}\) as \(\beta_i(1).\)

3.1 The generation of the bootstrap sample

The presence of serial dependence in \(\Delta F_t\) and \(u_{it}\) requires a bootstrap algorithm that preserves the autocorrelation structure over time. This can be accomplished by approximating the infinite AR polynomials \(\alpha(L)\) and \(\Gamma(L)\) by truncating them at lags \(q_F\) and \(q_{u,i}\) respectively:

\[
\Delta F_t = \sum_{j=1}^{q_F} \alpha_{q,j} \Delta F_{t-j} + e_{t,q}^F, \tag{11}
\]

\[
u_{it} = \sum_{j=1}^{q_{u,i}} \gamma_{q,j} u_{it-j} + e_{it,q}^u. \tag{12}
\]

The values of \(q_F\) and \(q_{u,i}\) depend on \(n\) and \(T\), as discussed in the following assumption.

**Assumption 5:** As \((n, T) \to \infty, q_F \to \infty\) and \(q_{u,i} \to \infty\) for each \(i\), with \(q_F = o\left(\varphi_{nT}^F\right)\) and \(q_{u,i} = o\left(\varphi_{nT}^u\right)\) for each \(i\).

Assumption 5 contains an upper bound on \(q_F\) and \(q_{u,i}\). In order for \(q_F\) and \(q_{u,i}\) to pass to infinity, it is necessary that \((n, T) \to \infty\); no assumptions are needed on the relative speed of divergence of \(n\) and \(T\). No lower bounds are required for \(q_F\) and \(q_{u,i}\), as long as they pass to infinity. Using Assumption 5, one could think of selecting \(q_F\) and \(q_{u,i}\) by...
using some information criteria such as e.g. AIC or BIC, under the restriction that the maximum lag allowed for be of order $o\left(\varphi^F_{nT}\right)$ and $o\left(\varphi^u_{nT}\right)$ respectively.

We propose an algorithm similar to Chang, Park and Song (2006) for the case of a cointegration regression (where $n$ is fixed). The main differences here are the presence of unobservable variables and the double-indexed asymptotics.

**Step 1.** (PC estimation)

(1.1) Estimate $\lambda_i$ and $F_t$ in (1) using the PC estimator.

(1.2) Generate the residuals $\hat{u}_{it} = x_{it} - \hat{\lambda}_i F_t$ and define $\hat{\xi}_{it} = \left[\Delta \hat{F}_t', \hat{u}_{it}\right]'$.

**Step 2.** (estimation)

(2.1) Estimate $\alpha_{q,j}$ and $\gamma_{q,j}^{(i)}$ (obtaining $\hat{\alpha}_{q,j}$ and $\hat{\gamma}_{q,j}^{(i)}$ respectively) by applying OLS (or some other estimator, e.g. the Yule-Walker estimator) to $\Delta \hat{F}_t = \sum_{j=1}^{q_F} \alpha_{q,j} \Delta \hat{F}_{t-j} + e^F_{t,q}$ and $\hat{u}_{it} = \sum_{j=1}^{q_u} \gamma_{q,j}^{(i)} \hat{u}_{it-j} + e^u_{it,q}$.

(2.2) Compute the residuals $\hat{e}^F_{t,q} = \Delta \hat{F}_t - \sum_{j=1}^{q_F} \hat{\alpha}_{q,j} \Delta \hat{F}_{t-j}$ and $\hat{e}^u_{it,q} = \hat{u}_{it} - \sum_{j=1}^{q_u} \hat{\gamma}_{q,j}^{(i)} \hat{u}_{it-j}$. Define $\hat{e}_{it,q} = \left[\hat{e}^F_{t,b}, \hat{e}^u_{it,q}\right]'$.

**Step 3.** (bootstrap) for $b = 1, \ldots, B$ iterations

(3.1) (resampling)

(3.1.a) Center the residuals $\hat{e}_{it,q}$ around their mean, as $\hat{e}_{it,q} = \hat{e}_{it,q} - T^{-1} \sum_{t=1}^{T} \hat{e}_{it,q}$.

(3.1.b) Draw (with replacement) $T$ values from $\left\{\hat{e}_{it,q}\right\}_{t=1}^{T}$ to obtain the bootstrap sample $\left\{e_{it,b}\right\}_{t=1}^{T}$, defining also $e_{it,b} = \left[e^F_{t,b}, e^u_{it,b}\right]'$.

(3.2) (generation of the bootstrap sample)

(3.2.a) Generate recursively the pseudo sample $\xi_{it,b} = \left[\Delta F_{t,b}', u_{it,b}\right]'$ as $\Delta F_{t,b} = \sum_{j=1}^{q_F} \hat{\alpha}_{q,j} \Delta F_{t-j,b} + e^F_{t,b}$ and $u_{it,b} = \sum_{j=1}^{q_u} \hat{\gamma}_{q,j}^{(i)} \hat{u}_{it-j,b} + e^u_{it,b}$, using as initialization $\left\{\xi_{i1,b}, \ldots, \xi_{i1,b}\right\} = \left\{\xi_{i1}, \ldots, \xi_{i1}\right\}$.

(3.2.b) Generate $F_{t,b}$ as $F_{t,b} = F_{0,b} + \sum_{j=1}^{T} \Delta F_{j,b}$, with initialization is $F_{0,b} = \hat{F}_0$, or alternatively $T^{-1} \sum_{t=1}^{T} \hat{F}_t$.

(3.2.c) Generate the pseudo sample $\left\{x_{it,b}\right\}_{t=1}^{T}$. 
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Consider Step 2.1. Since $\Delta \hat{F}_t$ estimates $\Delta F_t$ up to a rotation, $\hat{\alpha}_{q,j}$ estimates a rotation of $\alpha_j$; this however suffices for our purposes (see Lemma 2 below).

As a comment to Step 3.2.c, the possible schemes to generate $x_{it,b}$ are discussed in Section 4. The output of the algorithm above is therefore the bootstrap sample $\{\xi_{it,b}\}_{t=1}^T$.

In the next section, an IP for $\{\xi_{it,b}\}_{t=1}^T$ is shown.

### 3.2 Bootstrap asymptotics

Based on a typical approach to prove the validity of the bootstrap, the main purpose of this section is to show that $T^{-1/2} \sum_{t=1}^{[Ts]} \xi_{it,b}$ converges (in probability) to the same limit as $T^{-1/2} \sum_{t=1}^{[Ts]} \xi_{it}$, uniformly in $s$.

Define the partial sums of $e_{it} = [e_{it}' e_{it}'']'$ as $W\bar{\bar{i}}_T (s) = T^{-1/2} \sum_{t=1}^{[Ts]} e_{it}$. Assumptions 1 and 2 ensure that an IP holds whereby $W\bar{\bar{i}}_T (s) \overset{d}{\rightarrow} W_i (s)$ where $W_i (s)$ is a $(k+1)$-dimensional Brownian motion. This convergence is in the weak form, and it holds in the space of cadlag functions $D[0,1]$ endowed with the supremum norm. Weak convergence can be strengthened by defining, on the probability space $(\Omega, \mathcal{F}, P)$, a copy of $W\bar{\bar{i}}_T (s)$, say $W_{i,T} (s)$, which has the same distribution as $W\bar{\bar{i}}_T (s)$ and can be chosen such that

$$
P \left\{ \sup_{0 \leq s \leq 1} \| W_{i,T} (s) - W_i (s) \| \geq \delta \right\} \leq MT^{1-r/2}E \| e_{it} \|^r, \tag{13}$$

where $\delta > 0$, $r > 2$ and $M$ depends only on $r$. Such results are known as “strong (weak) approximations” (see e.g. Sakhanenko, 1980) and they ensure that $W'_{i,T} (s)$ converges a.s. (in probability) to $W_i (s)$. Assumptions 1 and 2, where $r > 4$, entail that (13) holds. In essence, (13) states that, as long as $T^{1-r/2}E \| e_{it} \|^r \rightarrow 0$ either in probability or a.s. for some $r > 2$, an IP holds (in probability or a.s. respectively).

Consider the bootstrap sample $\{e_{it,b}\}_{t=1}^T$. This is an i.i.d. sample conditional on $\{e_{it}\}_{t=1}^T$, on the probability space induced by the bootstrap, say $\left(\Omega^b, \mathcal{F}^b, P^b\right)$. Henceforth, we denote convergence in probability and in distribution in the bootstrap space (with respect to $P^b$) as $\overset{p^b}{\rightarrow}$ and $\overset{d^b}{\rightarrow}$ respectively.

Moments existence for the bootstrap sample is granted by the following Lemma.
**Lemma 1** Let Assumptions 1-5 hold. As \((n, T) \to \infty\), for all \((i, t)\) and \(r > 4\)

\[
E^b \left\| e^b_{it,b} \right\| = E \left\| e^F_{it} \right\| + O_p \left( q_F^{-rs} \right) + O_p \left( C_{nT}^{-r} \right) + O_p \left[ \left( \frac{q_F}{\varphi_{nT}^r} \right) \right], \quad (14)
\]

\[
\max_{i, t} E^b \left\| e^u_{it,b} \right\| = \max_{i, t} E \left\| e^u_{it} \right\| + O_p \left( q^{-rs}_{u,i} \right) + O_p \left( \delta_{nT}^{-r} \right) + O_p \left[ \left( \frac{q_{u,i}}{\varphi_{nT}^r} \right) \right]. \quad (15)
\]

This result is useful to prove an IP for \(e_{it,b}\) using (13). The type of IP that we are able to prove is in the weak form, since (14) and (15) hold in probability. Note that having \(q_F\), \(q_{u,i} \to \infty\) with upper bounds \(\varphi_{nT}^F\) and \(\varphi_{nT}^u\) is necessary for the higher order moments of the bootstrap sample to converge to the population values.

Lemma 1 and (13) yield \(T^{-1/2} \sum_{t=1}^{[Ts]} e_{it,b} \overset{d}{\rightarrow} W_i(s)\) in \(P\). In order to extend this result to the bootstrap sample \(\{\xi_{it,b}\}_{t=1}^T\) generated in Step 3.2(a) above, we need the following result as well.

**Lemma 2** Let Assumptions 1-5 hold. As \((n, T) \to \infty\), for all \(i\)

\[
\max_{1 \leq j \leq qr} \left\| \hat{\alpha}_{q,j} - H' \alpha_j (H')^{-1} \right\| = O_p \left( \sqrt{\frac{\log T}{T}} \right) + O_p \left( \frac{1}{n} \right) + o_p \left( \frac{1}{q_F} \right), \quad (16)
\]

\[
\max_{1 \leq j \leq q_{u,i}} \left| \hat{\gamma}^{(i)}_{q,j} - \gamma^{(i)}_j \right| = O_p \left( \sqrt{\frac{\log T}{T}} \right) + O_p \left( \frac{1}{\sqrt{n}} \right) + o_p \left( \frac{1}{q_{u,i}} \right). \quad (17)
\]

Lemma 2 states that \(\hat{\gamma}^{(i)}_{q,j}\) is a consistent estimator of the space spanned by \(\beta_{ij}\); the issue of identifying \(F_i\) affects the estimation of the \(\alpha_j\)s, which are estimated up to a rotation. The rate \(O_p \left( \sqrt{\log T/T} \right)\) is a well-known result in time series analysis (see e.g. Theorem 2.1 in Haman and Kavaleris, 1986). The rates \(O_p \left( 1/n \right)\) and \(O_p \left( \sqrt{1/n} \right)\) are due to the use of generated regressors, \(\hat{F}_t\) and \(\Delta \hat{F}_t\).

Using Lemmas 1 and 2, a bootstrap IP for \(T^{-1/2} \sum_{t=1}^{[Ts]} \xi_{it,b}\) can be proved. Consider the partial sums of \(\xi_{it}\), \(W_{\xi_{it}}(s) = T^{-1/2} \sum_{t=1}^{[Ts]} \xi_{it}\). Assumptions 1 and 2 entail \(W_{\xi_{it}}(s) \overset{d}{\rightarrow} W_{\xi_i}(s) = \beta_i^{-1} (1) W_i(s)\). Proving the bootstrap IP requires showing that \(W_{\xi_{it,b}}(s) = T^{-1/2} \sum_{t=1}^{[Ts]} \xi_{it,b} \overset{d}{\rightarrow} W_{\xi_i}(s)\) as \((n, T) \to \infty\). This can be done by noting that, using the Beveridge-Nelson decomposition

\[
1 \left/ \sqrt{T} \right. \sum_{t=1}^{[Ts]} \xi_{it,b} = \hat{\beta}_{i,q}^{-1} \left[ \frac{1}{\sqrt{T}} \sum_{t=1}^{[Ts]} e_{it,b} \right] + \frac{\hat{\beta}_{i,q}^{-1}}{\sqrt{T}} \left[ \hat{\epsilon}_{i0,b} - \hat{\epsilon}_{i[Ts],b} \right], \quad (18)
\]
where $\bar{\xi}_{it,b} = \sum_{j=1}^{q} \left( \sum_{k=1}^{q} \hat{\beta}_{q,k}^{(i)} \right) \xi_{it-j+1,b}$. It holds that:

**Lemma 3** Let Assumptions 1-5 hold. As $(n,T) \to \infty$, it holds that $\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \xi_{it,b} \overset{d}{\to} W_{\xi_i}(s)$ in $P$, for all $i$.

Lemma 3 entails that the partial sums of the bootstrap process $\{\xi_{it,b}\}_{t=1}^{T}$ have the same limiting distribution as the partial sums of $\{\xi_{it}\}_{t=1}^{T}$. In order for this to hold, two results are needed. First, an IP for $\{\epsilon_{it,b}\}_{t=1}^{T}$ is needed; this follows from Lemma 1. Also, it must hold that $\hat{\beta}_{t,q}^{-1}(1) \overset{p}{\to} \beta_{i}^{-1}(1)$; as shown in the proof, this is a consequence of Lemma 2. Lemma 3 is the bootstrap counterpart to (6).

Lemmas 1-3 yield a bootstrap analogue to Proposition 1.

**Theorem 1** Let Assumptions 1-5 hold. Then, as $(n,T) \to \infty$ and for all $i$

\[
\frac{1}{T} \sum_{t=1}^{T} F_{t,b} F_{t,b}^{'} \overset{d}{\to} H' \left( \int W_{\epsilon} W_{\epsilon}^{'} \right) H, \\
\frac{1}{T} \sum_{t=1}^{T} F_{t,b} u_{it,b} \overset{d}{\to} H' \int W_{\epsilon} dW_{u,i},
\]

in $P$, with $W_{\epsilon}$ and $W_{u,i}$ defined in Proposition 1.

Theorem 1 is a similar result to Lemma 3.4 in Chang, Park and Song (2006), and it is the bootstrap counterpart to equations (7) and (8) in Proposition 1. Results are pointwise in $i$; no joint limit theory is developed here.

### 4 Univariate bootstrap

The algorithm proposed above is applied to each unit separately, thereby imposing cross sectional independence. This approach is valid when cross sectional correlation does not need to be taken into account. This is the case when certain “time series problems” are considered, e.g. the estimation of the loadings; in such cases, the bootstrap boils down to a problem similar to Chang, Park and Song (2006). However, when “cross sectional problems” are considered (such as the estimation of common factors) results that are pointwise in $i$ are sufficient only in presence of little or no cross sectional dependence. In
this section we consider three applications: we present validity results for the bootstrap estimates of loadings (Section 4.1), common factors (Section 4.2), and common components (Section 4.3).

Throughout the section, we consider two alternative DGPs for $x_{it,b}$:

$$
x^{(1)}_{it,b} = \tilde{\lambda}_i \tilde{F}_t + u_{it,b},
$$

$$
x^{(2)}_{it,b} = \tilde{\lambda}_i F_{t,b} + u_{it,b}.
$$

We show that using either (21) or (22) has a marginal impact on the bootstrap theory. Also, when studying the bootstrap approximation of loadings, factors and common components, we consider two alternative estimation techniques, OLS and PC. With OLS, the loadings are estimated through a time series regression, using $\tilde{F}_t$ as observable regressors. Similarly, the factors are estimated through a cross sectional regression with $\tilde{\lambda}_i$ treated as observable. With PC, loadings and factors are extracted from $x^{(1)}_{it,b}$ or $x^{(2)}_{it,b}$, without treating $\tilde{\lambda}_i$ or $\tilde{F}_t$ as observed. The same restrictions as for the computation of $(\tilde{\lambda}_i, \tilde{F}_t)$ can be used at each bootstrap iteration. It can be expected that this approach is less dependent than OLS on the quality of the first step estimates $(\tilde{\lambda}_i, \tilde{F}_t)$; also, the bootstrapped errors are allowed to have an impact on the bootstrapped factors.$^1$

However, PC cannot estimate factors and loadings directly, but only up to a rotation. Bai and Ng (2011) study under which restrictions the rotation matrix is (asymptotically) the identity matrix, but these restrictions need not always hold in practice. The issue of rotational indeterminacy affects the bootstrap in two ways.

Firstly, it is possible to provide bootstrap approximations for $\lambda_i - H^{-1}\tilde{\lambda}_i$ and for $\tilde{F}_t - H'F_t$, but the bootstrap is not able to estimate $H$. Whilst this is a general limitation of PC, in many applications knowing $(H^{-1}\lambda_i, H'F_t)$ is as good as $(\lambda_i, F_t)$; examples include computing common components; confidence intervals for diffusion index forecast (Bai and Ng, 2006a); IV estimation (Bai and Ng, 2010); and testing whether observable economic variables overlap with estimated latent factors (Bai and Ng, 2006b). In these contexts, the bootstrap can be useful.

Secondly, rotational indeterminacy also affects the bootstrap when PC is applied to

---

$^1$I thank an anonymous Referee for pointing this out to me.
To illustrate this, we consider the estimation of the loadings as a leading example. When using OLS, \( \hat{F}_t \) is treated as observable. Thus, there is no rotational indeterminacy, and the bootstrap estimator estimates \( \hat{\lambda}_i \) directly. Conversely, when applying PC to e.g. (21), the loadings are estimated up to a rotation matrix \( H_1 \), given by

\[
H_1 = \left[ \frac{1}{n} \sum_{i=1}^{n} \hat{\lambda}_i \hat{\lambda}_i' \right] \left[ \frac{1}{T^2} \sum_{t=1}^{T} \hat{F}_{t} \hat{F}_{t}' \right] \left[ V_{nT}^{(1)} \right]^{-1},
\]

(23)

where \( \hat{F}_{t,b} \) is the PC estimate of the common factors and \( V_{nT}^{(1)} \) contains the first \( k \) eigenvalues of \( \frac{1}{n^2} X_{b}^{(1)} X_{b}^{(1)'} \) in descending order with \( X_{b}^{(1)} = \left[ x_{1,b}^{(1)}, ..., x_{n,b}^{(1)} \right]' \) and \( x_{i,b}^{(1)} = \left[ x_{i1,b}, ..., x_{iT,b} \right]' \). The matrix \( H_1 \) is computed using \( \hat{F}_{t} \), as in (23), or \( F_{t,b} \), according as (21) or (22) is used. Thus, \( H_1 \) is observable: there is no identification issue here. The bootstrap IP, (25) and Proposition 5 below ensures that \( H_1 \) is invertible.

4.1 Loadings

Consider \( \hat{\lambda}_i \). Lemma 4 in Bai (2004, p. 147) states that \( \hat{\lambda}_i - H^{-1}\lambda_i = O_p \left( T^{-1} \right) \) with

\[
\hat{\lambda}_i - H^{-1}\lambda_i = \left[ \sum_{t=1}^{T} \hat{F}_{t} \hat{F}_{t}' \right]^{-1} \left[ H' \sum_{t=1}^{T} F_t u_{it} \right] + \left[ \sum_{t=1}^{T} \hat{F}_{t} \hat{F}_{t}' \right]^{-1} \times \left[ \sum_{t=1}^{T} \left( \hat{F}_{t} - H'F_t \right) u_{it} \right] + \left[ \sum_{t=1}^{T} \hat{F}_{t} \hat{F}_{t}' \right]^{-1} \left[ \sum_{t=1}^{T} \hat{F}_{t} \left( H'F_t - \hat{F}_t \right)' H^{-1}\lambda_i \right]
\]

(24)

\[
= I + II + III.
\]

Lemma B.4 in Bai (2004, p. 171) entails that \( II \) and \( III \) are negligible. Using (7) and (8)

\[
T \left( \hat{\lambda}_i - H^{-1}\lambda_i \right) \xrightarrow{d} H^{-1} \left( \int W_\varepsilon W_\varepsilon' \right)^{-1} \left( \int W_\varepsilon dW_{ui} \right),
\]

(25)

which is the same as Theorem 3 in Bai (2004).

As mentioned above, OLS can be applied to (21) and (22), treating \( \hat{F}_t \) as observable, obtaining \( \hat{\lambda}_{i,b}^{OLS(1)} \) and \( \hat{\lambda}_{i,b}^{OLS(2)} \) respectively. Alternatively, PC can be applied to \( x_{it,b}^{(1)} \) and \( x_{it,b}^{(2)} \), obtaining \( \hat{\lambda}_{i,b}^{PC(1)} \) and \( \hat{\lambda}_{i,b}^{PC(2)} \).

**OLS estimation**
When using OLS to compute $\hat{\lambda}_{i,b}^{\text{OLS}(1)}$ and $\hat{\lambda}_{i,b}^{\text{OLS}(2)}$, the estimation errors are given by

$$\hat{\lambda}_{i,b}^{\text{OLS}(1)} - \hat{\lambda}_i = \left[ \sum_{t=1}^{T} \hat{F}_t \hat{F}_t' \right]^{-1} \left[ \sum_{t=1}^{T} \hat{F}_t u_{it,b} \right],$$  \hfill (26)

$$\hat{\lambda}_{i,b}^{\text{OLS}(2)} - \hat{\lambda}_i = \left[ \sum_{t=1}^{T} F_{t,b} F_{t,b}' \right]^{-1} \left[ \sum_{t=1}^{T} F_{t,b} u_{it,b} \right].$$  \hfill (27)

**Proposition 2** Let Assumptions 1-5 hold. As $(n,T) \to \infty$ for some $\delta > 0$

$$T \left[ \hat{\lambda}_{i,b}^{\text{OLS}(1),(2)} - \hat{\lambda}_i \right] \xrightarrow{d} H^{-1} \left( \int W \epsilon' W' \right)^{-1} \left( \int W \epsilon dW_{u,i} \right) \text{ in } P,$$

$$E^b \| T \left[ \hat{\lambda}_{i,b}^{\text{OLS}(1),(2)} - \hat{\lambda}_i \right] \|^{2+\delta} = O_p(1) \text{ in } P.$$  \hfill (28)

Equation (28) is a weak convergence result: the bootstrap estimation error, $\hat{\lambda}_{i,b}^{\text{OLS}(1),(2)} - \hat{\lambda}_i$, has the same limiting distribution as in (25), which stipulates the validity of $\hat{\lambda}_{i,b}^{\text{OLS}(1),(2)} - \hat{\lambda}_i$ in approximating the limiting distribution of $\hat{\lambda}_i - H^{-1}\lambda_i$. Equation (29), in essence, is an application of Lemma 1. It ensures that $T \left[ \hat{\lambda}_{i,b}^{(1),(2)} - \hat{\lambda}_i \right]$ is uniformly integrable, which is useful when an approximation of the moments of $T \left[ \hat{\lambda}_i - H^{-1}\lambda_i \right]$ is needed.

**PC estimation**

When using PC, $\hat{\lambda}_{i,b}^{\text{PC}(1)}$ and $\hat{\lambda}_{i,b}^{\text{PC}(2)}$ estimate $H_1^{-1}\hat{\lambda}_i$, with $H_1$ defined in (23).

**Proposition 3** Let Assumptions 1-5 hold. As $(n,T) \to \infty$ for some $\delta > 0$

$$T \left[ \hat{\lambda}_{i,b}^{\text{PC}(1),(2)} - H_1^{-1}\lambda_i \right] \xrightarrow{d} H_1^{-1} \left( \int W \epsilon' W' \right)^{-1} \left( \int W \epsilon dW_{u,i} \right) \text{ in } P,$$

$$E^b \| T \left[ \hat{\lambda}_{i,b}^{\text{PC}(1),(2)} - H_1^{-1}\lambda_i \right] \|^{2+\delta} = O_p(1) \text{ in } P.$$  \hfill (30)

Equation (30) is, in essence, the same as Theorem 3 in Bai (2004): the limiting distribution of $\hat{\lambda}_{i,b}^{\text{PC}(1),(2)} - H_1^{-1}\lambda_i$ is the same as the limiting distribution of $\hat{\lambda}_i - H^{-1}\lambda_i$, except for the presence of the rotation matrix $H_1$. This is a consequence of the rotational indeterminacy which is typical of PC estimation. Since $H_1$ is observable, the limiting distribution of $\hat{\lambda}_i - H^{-1}\lambda_i$ is approximated by $H_1 \left[ \hat{\lambda}_{i,b}^{\text{PC}(1),(2)} - H_1^{-1}\lambda_i \right]$. 
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4.2 Common factors

The building block of the analysis is Theorem 2 in Bai (2004, p. 148): as \((n, T) \to \infty\) with \(\frac{n}{T} \to 0\), it holds that

\[
\sqrt{n} \left[ \hat{F}_t - H' F_t \right] \xrightarrow{d} H' \Sigma_A \times N(0, \Gamma_t),
\]

with \(\Gamma_t = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} E \left[ \lambda_i \lambda_j' u_{it} u_{jt} \right].\) Under the “one unit at a time” resampling scheme, cross dependence among the \(u_{it}\) is forced to be zero; thus, it can be expected that the bootstrap provides valid inference on factors only under \(E(u_{it} u_{jt}) = 0\) for \(i \neq j\), which entails \(\Gamma_t = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} E \left[ \lambda_i \lambda_j' u_{it}^2 \right].\) Indeed, as discussed in Section 5, the “one unit at a time” scheme can provide valid inference when cross correlation is different from zero but “negligible” as \(n \to \infty\) - see Theorem 3 and the discussion thereafter. More generally, consistent estimation of \(\Gamma_t\) is fraught with difficulties; as Bai (2003) points out, HAC-type estimators are not feasible since, in general, the order of cross correlation is unknown.

As in the case of the loadings, there are two possible ways of estimating the common factors from (21) and (22). A cross sectional OLS estimator can be applied, considering \(\hat{\lambda}_i\) observable and computing respectively \(\hat{F}_{OLS}^{(1)}_{t} \) and \(\hat{F}_{OLS}^{(2)}_{t}\). Alternatively, PC can be used, obtaining \(\hat{F}_{PC}^{(1)}_{t}\) and \(\hat{F}_{PC}^{(2)}_{t}\).

**OLS estimation**

The estimation error is

\[
\hat{F}_{OLS}^{(2)}_{t,b} - F_{t,b} = \left( \frac{1}{n} \sum_{i=1}^{n} \hat{\lambda}_i' \lambda_i' \right)^{-1} \left( \frac{1}{n} \sum_{i=1}^{n} \hat{\lambda}_i u_{it,b} \right).
\]

The same equation holds for \(\hat{F}_{OLS}^{(1)}_{t,b} - \hat{F}_{t,b}\). No identification issue is present when using OLS.

**Proposition 4** Let Assumptions 1-5 hold. As \((n, T) \to \infty\)

\[
\sqrt{n} \left[ \hat{F}_{OLS}^{(2)}_{t,b} - F_{t,b} \right] \xrightarrow{d} H' \Sigma_A \times N(0, \Gamma_t) \text{ in } P, (34)
\]

\[
E^b \left\| \sqrt{n} \left[ \hat{F}_{OLS}^{(2)}_{t,b} - F_{t,b} \right] \right\|^{2+\delta} = O_p(1) \text{ in } P, \]

(35)
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for some $\delta > 0$. The same holds for $\hat{F}_{t,b}^{OLS(1)} - \hat{F}_t$.

Equation (34) stipulates the validity of $\hat{F}_{t,b}^{OLS(2)} - F_{t,b}$ (and of $\hat{F}_{t,b}^{OLS(1)} - \hat{F}_t$) in approximating the limiting distribution of $\hat{F}_t - H'F_t$ given in (32). Note that, unlike Theorem 2 in Bai (2004), no restrictions are needed on the rate of divergence between $n$ and $T$. This is because the OLS estimator uses $\hat{\lambda}_i$ as an observable regressor, thereby not introducing any extra error terms, unlike PC. However, this does not entail that $\sqrt{n} \left[ \hat{F}_{t,b}^{OLS(2)} - F_{t,b} \right]$ can be used to approximate the limiting distribution of $\sqrt{n} \left[ \hat{F}_t - H'F_t \right]$ for any combination of $n$ and $T$. When $\frac{n}{T^2} \to c > 0$, the limiting distribution of $\sqrt{n} \left[ \hat{F}_t - H'F_t \right]$ is not given by (32), and therefore $\sqrt{n} \left[ \hat{F}_{t,b}^{OLS(2)} - F_{t,b} \right]$ is no longer valid.

PC estimation

Similarly to the case of the loadings, PC identifies the common factors up to the rotation matrix $H_1$, defined in (23).

**Proposition 5** Let Assumptions 1-5 hold. As $(n, T) \to \infty$ with $\frac{n}{T^2} \to 0$

\[
\sqrt{n} \left[ \hat{F}_{t,b}^{PC(2)} - H'_1 F_{t,b} \right] \xrightarrow{d} H'_1 \left[ H' \Sigma \times N \left( 0, \Gamma_t \right) \right] \text{ in } P, \tag{36}
\]

\[
E^b \left\| \sqrt{n} \left[ \hat{F}_{t,b}^{PC(2)} - H'_1 F_{t,b} \right] \right\|^{2+\delta} = O_p \left( 1 \right) \text{ in } P, \tag{37}
\]

for some $\delta > 0$. The same holds for $\hat{F}_{t,b}^{PC(1)} - H'_1 \hat{F}_t$.

Proposition 5 states the validity of $\sqrt{n} \left[ \hat{F}_{t,b}^{PC(2)} - H'_1 F_{t,b} \right]$ to approximate the limiting distribution of $\sqrt{n} \left[ \hat{F}_t - H'F_t \right]$, and it is the bootstrap counterpart to Theorem 2 in Bai (2004).

**4.3 Common components**

The estimated common components are given by $\hat{C}_t = \hat{\lambda}'_i \hat{F}_t$, with

\[
\hat{C}_t - C_t = \left( \hat{F}_t - H'F_t \right)' H^{-1} \lambda_i + \hat{F}_t' \left( \hat{\lambda}_i - H^{-1} \lambda_i \right) = I + II. \tag{38}
\]
Bai (2004, Theorem 4, p. 149) shows that, as \((n, T) \to \infty\) with \(\frac{n}{T} \to \pi\), for each \((i, t)\) with 
\[ t = [Ts] \]
\[ \sqrt{n} \left( \hat{C}_{it} - C_{it} \right) \xrightarrow{d} \lambda_i \Sigma \Lambda N(0, \Gamma_t) + \sqrt{n} W_{t}(s) \left( \int W_{\varepsilon} W_{\varepsilon}' \right)^{-1} \int W_{\varepsilon} dW_{n,i}, \]  
(39)
where the first term on the right hand side comes from \(I\) in (38) and the second one from \(II\).

Choosing either (21) or (22) for the bootstrap approximation of \(\hat{C}_{it} - C_{it}\) does not make a difference. However, the estimation technique employed (i.e. OLS or PC) has profound consequences: OLS should not be employed when computing the bootstrap approximation of \(\hat{C}_{it} - C_{it}\). In order to illustrate this, let \(\hat{\lambda}_{i,b}^{OLS}\) be the OLS estimator of \(\lambda_i\) in either (21) or (22), and let \(F^b_t\) denote the common factors in either (21) or (22) - we omit superscripts to save space. The bootstrap estimate is \(C^b_{it} = \hat{\lambda}_{i,b}^{OLS} F^b_t\). Thus, the estimation error is 
\[ \hat{\lambda}_{i,b}^{OLS} F^b_t - \lambda_i F^b_t = \left( \hat{\lambda}_{i,b}^{OLS} - \lambda_i \right) F^b_t; \]
the asymptotics of \(C^b_{it} - \hat{C}_{it}\) is driven only by part \(II\) in (38). This is due to \(F^b_t\) being treated as observable, so that there is no estimation error of the form \(\hat{F}_t - H'F_t\). Therefore, \(C^b_{it} - \hat{C}_{it}\) cannot be used to approximate the limiting distribution of \(\hat{C}_{it} - C_{it}\), unless \(\frac{n}{T} \to 0\), which limits its practical use.

Thus, PC should be used. Let \(\hat{\lambda}_{i,b}^{PC}\) and \(\hat{F}_{t,b}^{PC}\) be the estimates of \(\lambda_i\) and \(\hat{F}_t\) under either (21) or (22) - superscripts are again omitted to save space. Define \(\hat{C}_{it,b} = \hat{\lambda}_{i,b}^{PC} \hat{F}_{t,b}^{PC}\), we have 
\[ \hat{C}_{it,b} - \hat{C}_{it} = \left( \hat{F}_{t,b}^{PC} - H'F_t \right)' H^{-1} \hat{\lambda}_i + \hat{F}_{t,b}^{PC} \left( \hat{\lambda}_{i,b}^{PC} - H^{-1} \hat{\lambda}_i \right). \]  
(40)
In view of (40), it can be expected that the limiting distribution of \(\sqrt{n} \left( \hat{C}_{it,b} - \hat{C}_{it} \right)\) is the same as that of \(\sqrt{n} \left( \hat{C}_{it} - C_{it} \right)\) for all combinations of \(n\) and \(T\) as they pass to infinity.

**Proposition 6** Let Assumptions 1-5 hold. Then, for all \((i, t)\) such that \(t = [Ts]\), as \((n, T) \to \infty\) with \(\frac{n}{T} \to \pi\)
\[ \sqrt{n} \left( \hat{C}_{it,b} - \hat{C}_{it} \right) \xrightarrow{d} \lambda_i \Sigma \Lambda N(0, \Gamma_t) + \sqrt{n} W_{t}(s) \left( \int W_{\varepsilon} W_{\varepsilon}' \right)^{-1} \int W_{\varepsilon} dW_{n,i} \text{ in } P. \]  
(41)
Also, for all \((i, t)\) such that \(t = \lfloor Ts \rfloor\), as \((n, T) \to \infty\) with \(n T \to \pi\) for some \(\delta > 0\)

\[
E^b \left| \sqrt{n} \left( \hat{C}_{it, b} - C_{it} \right) \right|^{2+\delta} = O_p(1) \text{ in } P. \tag{42}
\]

Results for \(n \to 0\) and \(T \to 0\) are in Appendix. The case \(n \to \pi\) is, as pointed out in Bai (2004), the most useful one, since \(\pi\) can be replaced by \(n T\), thereby making the bootstrap approximation of \(\hat{C}_{it} - C_{it}\) usable for all combinations of \(n\) and \(T\).

5 Multivariate bootstrap

Results in Sections 3 and 4 are pointwise in \(i\), and only consider the time series dimension. This is sufficient for some applications, but in other cases the cross sectional dimension and the presence of cross sectional correlation need to be taken into account. Also, in some applications joint asymptotics results are needed.

The main output of this Section is the derivation of a bootstrap counterpart to equations (9) and (10). It is shown that the moment existence conditions granted by Lemma 1 are sufficient also for joint bootstrap asymptotics. However, consistent estimation of the long run variance of \(u_t\) is fraught with difficulties, due to its growing dimension (see Theorem 3).

To study multivariate bootstrap, the algorithm in Section 3.1 is modified by resampling the whole vector \(\hat{e}_t = [\hat{e}_{1t}, \ldots, \hat{e}_{nt, q}]^\prime\), and estimating an \(n\)-dimensional VAR of order \(q\) for \(\hat{u}_t = [\hat{u}_{1t}, \ldots, \hat{u}_{nt}]^\prime\). In order to prove bootstrap analogues to equations (9) and (10), let the \(VAR(\infty)\) representation for \(u_t\) be \(u_t = \sum_{j=1}^{\infty} B_j u_{t-j} + e_t^u\), truncated at lag \(q\) as

\[
u = \sum_{j=1}^{q} B_j u_{t-j} + e_t^u, \tag{43}\]

and let \(B(1) = 1 - \sum_{j=1}^{\infty} B_j\); by definition, \(B(1) = \Gamma^{-1}(1)\). Also, define the bootstrap counterpart to \(e_t^u\), \(e_t^u\), and let \(B_j^*\) be some estimator of \(B_j\); thus, \(B^* (1) = 1 - \sum_{j=1}^{q} B_j^*\) is an estimator for \(B(1)\). Note that the number of parameters to be estimated is \(qn^2\). Thus, we require that \(qn^2 < T\). This constraint on the relative speed of divergence of \(n\) and \(T\) is stronger than the typical requirement that \(n T \to 0\). The bootstrap sample \(u_{t, b}\)
can be generated using \( u_{t, b} = \sum_{j=1}^{q} B_j^* u_{t-j, b} + \epsilon_{t, b}^u \). No modifications are required to the algorithm in Section 3.1 as far as the generation of \( F_{t, b} \) is concerned.

**Theorem 2** Let Assumptions 1-5 hold, and assume further that \( \|B^*(1) - B(1)\|_1 = o_p(1) \). As \((n, T) \to \infty \) with \( qn^2 < T \)

\[
\frac{1}{\sqrt{nT}} \sum_{i=1}^{n} \sum_{t=1}^{[Ts]} u_{it, b} \xrightarrow{d} \sigma_u W_u(s),
\]

\[
\frac{1}{\sqrt{nT}} \sum_{i=1}^{n} \sum_{t=1}^{T} F_{t, b} u_{it, b} \xrightarrow{d} \sigma_u H' \int W_t dW_u,
\]

uniformly in \( s \), in \( P \), where \( \sigma_u \), \( W_u \) and \( W_e \) are defined in Proposition 1.

Theorem 2 is a joint asymptotics result. It shows that the distributions of \( n^{-1/2} T^{-1/2} \sum_{i=1}^{n} \sum_{t=1}^{T} u_{it, b} \) and \( n^{-1/2} T^{-1} \sum_{i=1}^{n} \sum_{t=1}^{T} F_{t, b} u_{it, b} \) are asymptotically the same as the distributions of \( n^{-1/2} T^{-1/2} \sum_{i=1}^{n} \sum_{t=1}^{T} u_{it} \) and \( n^{-1/2} T^{-1} \sum_{i=1}^{n} \sum_{t=1}^{T} F_{t} u_{it} \).

Equation (44) could be generalised to study multiparameter partial sum processes such as \((nT)^{-1/2} \sum_{i=1}^{[n]} \sum_{t=1}^{[Ts]} u_{it} \), with \((p, s) \in [0, 1] \times [0, 1] \). Having \( \max_{i,t} E |u_{it}|^{2+\delta} < \infty \) yields \((nT)^{-1/2} \sum_{i=1}^{[n]} \sum_{t=1}^{[Ts]} u_{it} \xrightarrow{d} \sigma_u W(p, s) \), where \( W(\cdot, \cdot) \) is a standard two-dimensional Brownian sheet. This is a standard result in the random fields literature - see, *inter alia*, Bulinski and Shashkin (2006), and Rio (1993) for strong approximations. Therefore, Lemma 1 is sufficient to prove a multiparameter IP for the partial sums of the bootstrap sample \( u_{it, b} \). This could be useful when resampling across \( i \) as well as across \( t \) (see e.g. Kapetanios, 2008, and Levina and Bickel, 2006), although this postulates the existence of some ordering among the units which is not always obvious - see also Goncalves (2010).

In essence, Theorem 2 states that joint asymptotics can be derived for the bootstrap samples under the same assumptions as univariate results, as long as there exists a consistent (in \( L_1 \)-norm) estimator for \( B(1) \). Since \( B(1) \) is \( n \times n \) (with \( n \to \infty \)), Lemma 2 is not sufficient for this, as it only grants element-wise consistency for \( B^*(1) \). Although the details are in the proof, here we give a preview of the rationale of the requirement that \( \|B^*(1) - B(1)\|_1 = o_p(1) \). As an illustrative example, consider showing that \((nT)^{-1/2} \sum_{t=1}^{[Ts]} \sum_{i=1}^{n} u_{it, b} \) has the same limiting distribution as \((nT)^{-1/2} \sum_{t=1}^{[Ts]} \sum_{i=1}^{n} u_{it} \).

Writing this in matrix form, a requirement for this is that \((nT)^{-1/2} \sum_{t=1}^{[Ts]} [B^*(1)]^{-1} e_{t, b}^u \)
and \((nT)^{-1/2} \sum_{t=1}^{[Ts]} \hat{e}_t^n \{ B(1) \}^{-1} e_t^n \) should have the same distribution. An IP holds for the partial sums of \(e_t^n\) and \(e_t^n\). Thus, following the same lines as in the proof of Lemma 3, we need \((nT)^{-1/2} \sum_{t=1}^{[Ts]} \sum_{j=1}^{n} \sum_{i=1}^{n} \{ [B^*(1)]^{-1} - [B(1)]^{-1} \} e_{jt,b} = o_p(1)\), where \(\{A\}_{ij}\) denotes the element in position \((i,j)\) of matrix \(A\). Since \(e_{jt,b}^n\) has finite variance, it is sufficient that \(\sup \sum_{i=1}^{n} \{ [B^*(1)]^{-1} - [B(1)]^{-1} \} = o_p(1)\), for which it is sufficient that \(\left\| [B^*(1)]^{-1} - [B(1)]^{-1} \right\|_1 = o_p(1)\). This holds if \(\|B^*(1) - B(1)\|_1 = o_p(1)\), since \(\|B^*(1) - B(1)\|_1 \leq \|\Gamma^{-1}(1)\|_1 \|\Gamma^{-1}(1)\|_\infty \|B^*(1) - B(1)\|_1\) and \(\|\Gamma^{-1}(1)\|_\infty\) are finite by Assumption 1(iii).

In order to estimate \(B(1)\), consider (43). Defining \(u_{qt} = [u_{t-1}', \ldots, u_{t-q}']'\) and \(B_q = [B_{q,1} \ldots B_{q,q}]\), we have

\[
\hat{u}_t = B_q u_{qt} + e_{qt}^n; \quad (46)
\]

the feasible estimator of \(B_q\) is

\[
\hat{B}_q = \left[ \sum_{t=q+1}^{T} \hat{u}_t \hat{u}_qt' \right] \left[ \sum_{t=q+1}^{T} \hat{u}_q t' \hat{u}_qt \right]^{-1} . \quad (47)
\]

Thus, \(B(1)\) can be estimated by \(\hat{B}_q(1) = 1 - \sum_{j=1}^{q} \hat{B}_{q,j}\) - note that (47) requires the inversion of an \(nq \times nq\) matrix. More importantly, the VAR approach introduces further restrictions to the applicability of the bootstrap. As pointed out above, in order to implement this approach we need that \(qn^2 < T\).

We also consider also an alternative estimator of \(B(1)\) which does not take into account the cross sectional correlation among the \(u_{qt}\)s. This can be computed from the \(\hat{\gamma}_{q,i}\)s estimated from (12), and defined as \(\hat{B}_q(1) = 1 - \sum_{j=1}^{q} \hat{B}_{q,j}\), with \(\hat{B}_{q,j}\) an \(n \times n\) diagonal matrix whose elements are given by \(\hat{\gamma}_{q,j}^{(i)}\). In this case, no VAR is fitted and thus the restriction that \(qn^2 < T\) is not necessary.

It holds that:

**Theorem 3** Let \(\Lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)'\), and let Assumptions 1-4 hold with \(\|\Lambda\|_1 = O_p(n)\).

Then

\[
\| \hat{B}_q(1) - B(1) \|_1 = O_p \left( q \sqrt{\frac{\log T}{T}} \right) + O_p \left( nq^2 C_{nT}^{-1} \right) + o \left( q^{-s} \right) + o_p(1) . \quad (48)
\]
Assuming $\sup_i \sum_{j \neq i} |\tau_{ij}| = O \left( n^{-\phi} \right)$ with $\phi \geq 0$, it holds that

$$
\left\| \hat{B}_q(1) - B(1) \right\|_1 = o_p \left( \frac{q}{\sqrt{nT}} \right) + O_p \left( qn^{-\phi} \right) + o \left( q^{-s} \right).
$$

(49)

Theorem 3 states that $\hat{B}_q(1)$ is inconsistent in $L_1$-norm. This result, somewhat constrained by the choice of the matrix norm, can be compared with the analysis in Fan, Fan and Lv (2008). Theorem 3 is a result of independent interest, even outside the context of bootstrap. As far as sieve bootstrap is concerned, the inconsistency of $\hat{B}_q(1)$ entails that an IP for $u_{it,b}$ cannot be proved - this can be viewed following the same lines as in the proof of Lemma 3. In spite of Assumption 1(iii), which limits the amount of cross dependence among the $u_{it}$s, inconsistency arises due to the presence of $[\hat{\Lambda} - \Lambda (H')^{-1}] F_t$ in the $\hat{u}_{it}$s (see the proof). This could be compared with the results in Chudik and Pesaran (2011), where an assumption similar to 1(iii) is sufficient to ensure consistency of the estimated long run covariance matrix. Other, residual-based estimators of the long run variance would similarly be affected by the presence of $[\hat{\Lambda} - \Lambda (H')^{-1}] F_t$. Intuitively, this result reinforces the well-known fact that PC estimation can accommodate for weak cross dependence only.

Turning to $\hat{B}_q(1)$, this is consistent only under $\phi > 0$, as long as Assumption 5 is modified to $q \to \infty$ with $q = o \left( \min \left\{ \sqrt{\frac{T}{\log T}}, n^{\phi} \right\} \right)$. In this case, $\left\| \hat{B}_q(1) - B(1) \right\|_1 = o_p (1)$, as required by Theorem 2. The first term on the right hand side of (49) represents the rate of convergence of the elements on the main diagonal of $\hat{B}_q(1)$, as warranted by Lemma 2. The assumption that $\sup_i \sum_{j \neq i} |\tau_{ij}| = O \left( n^{-\phi} \right)$ poses a limitation on the amount of cross dependence among the $u_{it}$s. Although some dependence is allowed for, this is weaker than in an ordinary approximate factor structure framework (see e.g. Assumption C(1) in Bai, 2004), where it suffices to have $n^{-1} \sum_{i=1}^{n} \sum_{j=1}^{n} |\tau_{ij}| = O \left( 1 \right)$, for which it is sufficient that $\sup_i \sum_{j=1}^{n} |\tau_{ij}| = O \left( 1 \right)$. Conversely, the assumption is more general than in classical Principal Component Analysis, where $\tau_{ij} = 0$ for all $i \neq j$. Thus, in essence (49) states that neglecting cross dependence is harmless (and, in fact, advantageous over $\hat{B}_q(1)$), as long as there is “very little” cross dependence. This result illustrates the fact that the “classical” assumptions of Principal Component Analysis can be relaxed when $n$ is large, but only up to a certain extent. Finally, note that, as long as $\sup_i \sum_{j \neq i} |\tau_{ij}| = O \left( n^{-\phi} \right)$,
any consistent estimation technique (e.g. a nonparametric one) for the long run variances of the \( u_{it} \)s would yield a consistent estimator for \( B(1) \).

The results in Theorem 3 extend to other, more general contexts, whenever the long run variance of \( u_t \) needs to be estimated. As an example, consider the asymptotics of \( \hat{F}_t \) and \( \hat{C}_{it} \), reported in equations (32) and (39) respectively. In both cases, the quantity \( \Gamma_t = \lim_{n \to \infty} n^{-1} \Lambda T(1) \Sigma u \Gamma'(1) \Lambda \) is present. Unless cross sectional independence is assumed, it is necessary to estimate \( \Gamma(1) \), with the difficulties highlighted in Theorem 3.

6 Bootstrapping mixed panel factor series

In this section, we discuss the extension of the bootstrap theory derived above to the case in which both \( I(1) \) and \( I(0) \) common factors are present in the DGP of \( x_{it} \), viz.

\[
x_{it} = \lambda_i^{F'}F_t + \lambda_i^{G'}G_t + u_{it}
\]

where \( \lambda_i^K = [\lambda_i^{F'}, \lambda_i^{G'}]' \) and \( K_t = [F_t', G_t']' \). We assume that, as before, \( F_t \) is a \( k \)-dimensional nonstationary process, and \( G_t \) is an \( h \)-dimensional stationary process.

Model (50) is a useful extension for at least two reasons. Firstly, the presence of common \( I(0) \) factors in (50) can accommodate for dynamic factors, i.e. \( \lambda_i \) in (1) replaced by \( \sum_{j=1}^{\infty} \lambda_i^k L^k \); and for cointegrated factors, i.e. \( F_t \) in (1) being cointegrated. Secondly, the presence of stationary common factors also means that, in (1), strong cross dependence among the \( u_{it} \)s can be accommodated for - as far as weak dependence is concerned, the considerations in Section 5 still hold.

The purpose of this section is to provide some initial results for the extension of bootstrap theory to (50). The relevant inferential theory is in Bai (2004, section 5); see also Maciejowska (2010). In particular, we present extensions of Lemmas 1 and 2. This provides the theoretical framework from which more specialised results, such as validity results for the estimates of \( \lambda_i^K \) and \( K_t \) can be derived in a similar way as in Sections 4 and 5.

The bootstrap algorithm requires a modification of Section 3.1. More specifically, after estimating \( H'K_t \) (for some invertible matrix \( H \) defined analogously to (4)), with
\[ \hat{K}_t = \left[ \hat{F}_t', \hat{G}_t \right]' \text{, define } \Delta \hat{K}_t = \left[ \Delta \hat{F}_t', \Delta \hat{G}_t \right]' \text{. As well as estimating } \bar{u}_{it} = \sum_{j=1}^{q_{u,i}} \gamma_{q,j}^{(i)} \bar{u}_{it-j} + e_{it,q}^u \text{, the algorithm is based on fitting the } (k+h) \text{-dimensional VAR} \]
\[
\Delta \hat{K}_t = \sum_{j=1}^{q_K} A_{q,j} \Delta \hat{K}_{t-j} + e_{t,q}^K
\]
generating the residuals \( e_{t,q}^K \). After centering, the sequence \( \{ e_{t,q}^K \} \) is resampled as in Step 3.1. (b), obtaining \( \left[ e_{t,b}^{K'j}, e_{it,b}^u \right]' \). After generating the pseudo sample \( K\xi_{it,b} = \left[ \Delta K_{t,b}', u_{it,b} \right]' = \left[ \Delta F_{t,b}', G_{t,b}', u_{it,b} \right]' \) similarly to Step 3.2. (a), the first \( k \) elements can be integrated as in Step 3.2. (b), thereby getting the bootstrap sample of the nonstationary common factors, \( F_{t,b} \).

The following Assumptions are extensions/variants of Assumptions 1-4 and of Assumption 5 respectively, reported here for convenience.

**Assumption 6.** (a) Assumption 1 holds; (b) the \((k+h)\)-dimensional process \( [\Delta F_t', G_t']' \) satisfies Assumption 2; (c) the loadings \( \lambda^K_i \) satisfy Assumption 3; (d) \( \{ [\Delta F_t', G_t']', \{ u_{it} \} \) and \( \{ \lambda^K_t \} \) are three mutually independent groups, and \( K_0 \) is independent of \( \{ u_{it} \} \) and \( \{ \lambda^K_t \} \).

**Assumption 7.** As \((n, T) \to \infty, q_K \to \infty \) and \( q_{u,i} \to \infty \) for each \( i \), with \( q_K \) and \( q_{u,i} \) both \( o \left( \varphi_{n,T}^u \right) \) for each \( i \).

The two Assumptions are very similar to Assumptions 1-5. One difference, in Assumption 7, is that the upper bound for \( q_K \) is given by \( \min \left\{ \sqrt{n}, \sqrt{\log T/T} \right\} \), whereas in Assumption 5 the order of the VAR fitted to \( \Delta F_t \) is \( \min \left\{ n, \sqrt{\log T/T} \right\} \).

It holds that
Lemma 4 Let Assumptions 6 and 7 hold. As \((n, T) \to \infty\), for all \((i, t)\) and for \(r > 4\)

\[
E^b \| e_{it,b}^K \|^r = E \| e_{i}^K \|^r + O_p \left( \frac{q^r_{K}}{\tau_{nT}^r} \right) + O_p \left( \frac{\delta_{nT}^{-r}}{n} \right) \quad (51)
\]

\[
\max_{i,t} E^b |e_{it,b}^u|^r = \max_{i,t} E |e_{it}^u|^r + O_p \left( \frac{q^r_{u,i}}{\tau_{nT}^r} \right) + O_p \left( \frac{1}{n} \right) \quad (52)
\]

\[
\max_{1 \leq j \leq q_{K}} \left\| \hat{A}_{g,j} - H' \hat{A}_{g,j} (H')^{-1} \right\| = O_p \left( \sqrt{\frac{\log T}{T}} \right) + O_p \left( \frac{1}{\sqrt{n}} \right) + o_p \left( \frac{1}{q_{K}} \right) \quad (53)
\]

\[
\max_{1 \leq j \leq q_{a,i}} \left| \hat{\gamma}_{g,j}^{(i)} - \gamma_{j}^{(i)} \right| = O_p \left( \sqrt{\frac{\log T}{T}} \right) + O_p \left( \frac{1}{\sqrt{n}} \right) + o_p \left( \frac{1}{q_{a,i}} \right) \quad (54)
\]

Lemma 4 is the building block to extend the theory developed in Sections 4 and 5 to (50). Results such as Lemma 3 and Theorem 1 can be proved directly using (51)-(54). The main feature of the Lemma, in terms of rates of convergence, is that according to (53), \(\hat{A}_{g,j}\) is still consistent but at a slower rate than in Lemma 2. In essence, instead of being consistent at a rate \(\min \left\{ n, \sqrt{\log T/T} \right\}\), \(\hat{A}_{g,j}\) is consistent at a rate \(\min \left\{ \sqrt{n}, \sqrt{\log T/T} \right\}\). This result is directly related to the findings in Bai (2004) and Maciejowska (2010).

7 Concluding remarks

This paper contains results on the validity of sieve bootstrap applied to large, nonstationary panel factor series. Building on a similar research question as in Chang, Park and Song (2006) in the context of cointegrated, finite dimensional VARs, an IP is proved for the bootstrap sample which, together with results on the consistent estimation of long run variances and on the convergence to stochastic integrals of transformations of the bootstrap sample, provides a formal justification to the use of the bootstrap in the context of panel factor series. Whilst the first results are only pointwise, in order to extend the applicability of the sieve bootstrap, joint bootstrap asymptotics is also studied. In this case, the findings are ambiguous: the presence of cross sectional dependence makes bootstrapping invalid, unless cross dependence is very weak. Although this is a negative result, it illustrates the pitfalls and limitations of bootstrapping panel factor models and, more generally, of large panels with cross dependence. As an ancillary result, the paper
contains an investigation on the consistency in $L_1$-norm of the estimated long run variance of panel factor models, showing that, whilst element-wise consistency holds, matrix-type consistency is in general hampered by the presence and the extent of cross dependence. These results are of independent interest, and the issue remains as to the consistent estimation of large covariance matrices under general forms of cross dependence. Finally, the paper considers the extension to the case of stationary and nonstationary common factors. This issue is currently under investigation by the author.
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Appendix A: useful Lemmas

Lemma A.1 Let Assumptions 1-4 hold. Then

A.1(i) \( T^{-1} \sum_{t=1}^{T} \left\| \Delta \hat{F}_t - H' \Delta F_t \right\|^2 = O_p \left( C_n^{-2} \right) \),

A.1(ii) \( T^{-1} \sum_{t=1}^{T} \left( \Delta \hat{F}_t - H' \Delta F_t \right)' \Delta F_t = O_p \left( T^{-1/2} C_n^{-1} \right) \),

A.1(iii) \( T^{-1} \sum_{t=1}^{T} \left( \Delta \hat{F}_t - H' \Delta F_t \right)' \Delta \hat{F}_t = O_p \left( \frac{1}{T} \right) + O_p \left( \frac{1}{T^3/2} \right) \).

Proof. For the sake of the notation, we omit \( H \) whenever possible. Consider A.1(i). It holds that \( \Delta \hat{F}_t - \Delta F_t = \left( \hat{F}_t - F_t \right) - \left( \hat{F}_{t-1} - F_{t-1} \right) \); using equation (B.1) in Bai (2004, p. 167) we have

\[
V_{nT} \left( \hat{F}_t - H'F_t \right) = T^{-2} \sum_{s=1}^{T} \hat{F}_s \gamma_{s-t} + T^{-2} \sum_{s=1}^{T} \hat{F}_s \zeta_{st} + T^{-2} \sum_{s=1}^{T} \hat{F}_s \eta_{st} + T^{-2} \sum_{s=1}^{T} \hat{F}_s \xi_{st},
\]

where \( \gamma_{s-t} = n^{-1} E \left( u_t^t u_s \right), \ zeta_{st} = n^{-1} \left( u_t^t u_s \right) - \gamma_{s-t}, \ eta_{st} = n^{-1} \left( F_t^t \Lambda' u_s \right) \) and \( \xi_{st} = n^{-1} \left( F_t^t \Lambda' u_s \right) \). We omit \( H \) and \( V_{nT} \) whenever possible; note that they are both full rank matrices, with \( \|H\| = O_p \left( 1 \right) \). We have

\[
\Delta \hat{F}_t - \Delta F_t = T^{-2} \sum_{s=1}^{T} \hat{F}_s E \left( \frac{\Delta u_t^t u_s}{n} \right) + T^{-2} \sum_{s=1}^{T} \hat{F}_s \left[ \frac{\Delta u_t^t u_s}{n} - E \left( \frac{\Delta u_t^t u_s}{n} \right) \right] + T^{-2} \sum_{s=1}^{T} \hat{F}_s \left( \frac{F_s^t \Lambda' u_t}{n} \right) + T^{-2} \sum_{s=1}^{T} \hat{F}_s \left( \frac{\Delta F_s^t \Lambda' u_t}{n} \right)
\]

\[
= I + II + III + IV.
\]

It holds that \( T^{-1} \sum_{t=1}^{T} \left\| \Delta \hat{F}_t - \Delta F_t \right\|^2 \leq MT^{-1} \sum_{t=1}^{T} \left( \|I\|^2 + \|II\|^2 + \|III\|^2 + \|IV\|^2 \right) \).

Let \( \gamma_{\Delta s-t} = n^{-1} E \left( \Delta u_t^t u_s \right) \); then \( T^{-1} \sum_{t=1}^{T} \|I\|^2 \leq T^{-2} \left( T^{-2} \sum_{s=1}^{T} \|\hat{F}_s\|^2 \right) \left( T^{-1} \sum_{t=1}^{T} \sum_{s=1}^{T} \gamma_{\Delta s-t}^2 \right) = O_p \left( T^{-2} \right) \) using Lemma B.1 in Bai (2004) and Assumption 1. Also, letting \( \zeta_{\Delta s-t} = n^{-1} \left( \Delta u_t^t u_s - E \left( \Delta u_t^t u_s \right) \right) \), we have \( T^{-1} \sum_{t=1}^{T} \|II\|^2 \leq T^{-5} \sum_{s=1}^{T} \sum_{t=1}^{T} \sum_{u=1}^{T} F_s^t \hat{F}_u \left( \sum_{t=1}^{T} \zeta_{s-t}^2 \right) \left( \sum_{t=1}^{T} \zeta_{s-t}^2 \right) \leq T^{-2} \left( T^{-2} \sum_{s=1}^{T} \|\hat{F}_s\|^2 \right)^{1/2} = O_p \left( n^{-1} T^{-2} \right) \) using the fact that \( E \left( \sum_{t=1}^{T} \zeta_{s-t} \zeta_{s-t} \right)^2 \leq T^2 \max_{s,t} E \left| \zeta_{s-t} \right|^4 \) and Assumption 1(i). As far as III is concerned, \( T^{-1} \sum_{t=1}^{T} \|III\|^2 \leq n^{-1} \left( T^{-1} \sum_{t=1}^{T} \left( \left\| \frac{\Delta u_t^t u_s}{n} \right\|^2 \right) \left( T^{-2} \sum_{s=1}^{T} \|\hat{F}_s\|^2 \right) \right) \left( T^{-2} \sum_{s=1}^{T} \|\hat{F}_s\|^2 \right) = O_p \left( n^{-1} \right) \). Similar passages as above yield \( T^{-1} \sum_{t=1}^{T} \|IV\|^2 \leq
\[ n^{-1}T^{-1} \left( T^{-1} \sum_{t=1}^{T} \| \Delta F_t \|^{2} \right) \left( T^{-2} \sum_{s=1}^{T} \left\| \hat{F}_s \right\|^{2} \right) \left( T^{-1} \sum_{s=1}^{T} \left\| \frac{\Delta \hat{u}_s}{\sqrt{r}} \right\|^{2} \right) = O_p \left( n^{-1}T^{-1} \right). \]

Putting all together, we get A.1(i).

Part A.1(ii) can be proved in a similar way. We can write

\[ \frac{1}{T} \sum_{t=1}^{T} \left( (\hat{F}_t - F_t) \right)' \Delta F_t \]

\[ = T^{-3} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{F}'_s \Delta F_t \left( \frac{\Delta u'_t u_s}{n} \right) + T^{-3} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{F}'_s \Delta F_t \left( \frac{F'_s \Delta u_t}{n} \right) \]

\[ + T^{-3} \sum_{t=1}^{T} \sum_{s=1}^{T} \hat{F}'_s \Delta F_t \left( \frac{\Delta F_t \Delta u_t}{n} \right) \]

\[ = I + II + III. \]

Using Lemmas B.1 and B.4 in Bai (2004), we have \( \| I \| \leq n^{-1}T^{-3/2} \left\| \sum_{t=1}^{n} \left( T^{-1} \sum_{s=1}^{T} \hat{F}_s u_{is} \right) \right\| \leq O_p \left( T^{-3/2} \right) \). Also, \( \| II \| \leq n^{-1/2}T^{-1/2} \left\| \left( T^{-2} \sum_{s=1}^{T} \hat{F}_s F'_s \right)\right\| \leq O_p \left( n^{-1/2}T^{-1/2} \right) \). Last, \( \| III \| \leq n^{-1/2}T^{-1} \left( n^{-1/2}T^{-1/2} \left\| (T^{-1} \sum_{t=1}^{T} \Delta F_t \Delta F'_t) \right\| \right) \right) \leq O_p \left( n^{-1/2}T^{-1} \right) \). Combining these results, A.1(ii) follows. Equation A.1(iii) follows from A.1(i)-A.1(ii) upon noting that

\[ T^{-1} \sum_{t=1}^{T} \left( (\hat{F}_t - F_t) \right)' \Delta \hat{F}_t = T^{-1} \sum_{t=1}^{T} \left( (\hat{F}_t - F_t) \right)' \Delta F_t + T^{-1} \sum_{t=1}^{T} \left\| \Delta \hat{F}_t - \Delta F_t \right\|^2 \]

\[ = O_p \left( T^{-1/2}C^{-1}_{nT} \right) + O_p \left( C^{-2}_{nT} \right). \]

**Lemma A.2** Let Assumptions 1-4 hold. Then

A.2(i) \( T^{-1} \sum_{t=1}^{T} \left\| \Delta \hat{F}_t - H' \Delta F_t \right\|^r = O_p \left( C^{-r}_{nT} \right), \)

A.2(ii) \( T^{-1} \sum_{t=1}^{T} \left\| \Delta \hat{F}_t \right\|^r = O_p \left( 1 \right), \)

A.2(iii) \( T^{-1} \sum_{t=1}^{T} |\hat{u}_{it} - u_{it}|^r = O_p \left( \delta^{-r}_{nT} \right), \)

A.2(iv) \( T^{-1} \sum_{t=1}^{T} |\hat{u}_{it}|^r = O_p \left( 1 \right) \) for \( r \geq 2. \)
Proof. We omit $H$ whenever possible. To prove part A.2(i), note that

$$
\frac{1}{T} \sum_{t=1}^{T} \left\| \Delta F_t - \Delta F_t \right\|^r \leq \frac{1}{T} \sum_{t=1}^{T} \left[ \left( \frac{1}{T^2} \sum_{s=1}^{T} \left\| \hat{F}_s \gamma_{\Delta s-t} \right\| \right)^{2r/2} + \frac{1}{T} \sum_{t=1}^{T} \left[ \left( \frac{1}{T^2} \sum_{s=1}^{T} \left\| \hat{F}_s \zeta_{st} \right\| \right)^{2r/2} \right.
$$

$$
+ \frac{1}{T} \sum_{t=1}^{T} \left[ \left( \frac{1}{T^2} \sum_{s=1}^{T} \left( \frac{F'_s \Delta u_t}{n} \right) \right)^{2r/2} \right],
$$

$$
+ \frac{1}{T} \sum_{t=1}^{T} \left[ \left( \frac{1}{T^2} \sum_{s=1}^{T} \left( \frac{\Delta F'_t \Delta u_s}{n} \right) \right)^{2r/2} \right] = I + II + III + IV.
$$

Consider $I$. The Cauchy-Schwartz inequality yields $I \leq T^{-r} \frac{1}{T} \sum_{t=1}^{T} \left[ \frac{1}{T^2} \sum_{s=1}^{T} \left\| \hat{F}_s \right\| \right)^{2r/2}$.

Assumption 1 ensures that $\sum_{s=1}^{T} \gamma_{\Delta s-t}^2 = O(1)$. Also, $T^{-2} \sum_{s=1}^{T} \left\| \hat{F}_s \right\|^2 \leq T^{-2} \sum_{s=1}^{T} \left\| F_s \right\|^2 + T^{-2} \sum_{s=1}^{T} \left\| \hat{F}_s - F_s \right\|^2$, with $T^{-2} \sum_{s=1}^{T} \left\| \Delta F_s - \Delta F_s \right\|^2 = O_p \left( T^{-1} C_{nT}^{-2} \right)$ according to Lemma B.1 in Bai (2004). Given that $T^{-2} \sum_{s=1}^{T} \left\| F_s \right\|^2 = O_p(1)$, it holds that $I = O_p \left( T^{-r} \right)$. As far as $II$ is concerned, note $II \leq \left[ \frac{1}{T} \sum_{t=1}^{T} \left\| \hat{F}_s \right\| \right)^{2r/2} T^{-1} \sum_{t=1}^{T} \left[ \frac{1}{T} \sum_{s=1}^{T} \xi_{\Delta st}^2 \right]^{r/2}$.

Since $T^{-1} \sum_{s=1}^{T} \xi_{\Delta st}^2 = O_p \left( n^{-1} \right)$ - see Bai (2003, p. 159) - we have $II = O_p \left( n^{-r/2} \right)$. Considering $III$, it holds that

$$
\left\| \frac{1}{T^2} \sum_{s=1}^{T} \hat{F}_s \left( \frac{F'_s \Delta u_t}{n} \right) \right\|^r = \left\| \frac{1}{T^2} \sum_{s=1}^{T} \hat{F}_s F_s \frac{N' u_t}{n} \right\|^r = \left\| \frac{1}{T^2} \sum_{s=1}^{T} \hat{F}_s F'_s \right\|^r.
$$

Note that $T^{-2} \sum_{s=1}^{T} \hat{F}_s F'_s = T^{-2} \sum_{s=1}^{T} \hat{F}_s F'_s + T^{-2} \sum_{s=1}^{T} \left( \hat{F}_s - F_s \right) F'_s = O_p(1) + O_p \left( T^{-1} C_{nT}^{-1} \right)$ from Lemma B.1 in Bai (2004). Also, $n^{-r/2} \left\| n^{-1/2} A' u_t \right\|^r = n^{-r/2} \left\| n^{-1/2} \sum_{i=1}^{n} \lambda_i u_{it} \right\|^r = O_p \left( n^{-r/2} \right)$ after Assumptions 2(i) and 3. Thus, $III = O_p \left( n^{-r/2} \right)$. Finally, $IV$ can be rearranged as

$$
\left\| \frac{1}{T^2} \sum_{s=1}^{T} \hat{F}_s \left( \frac{\Delta F'_t \Delta u_s}{n} \right) \right\|^r = \left\| \frac{1}{nT^2} \sum_{s=1}^{T} \hat{F}_s u'_s \Delta F_t \right\|^r
$$

$$
= n^{-r/2} \left\| \frac{1}{T} \sum_{s=1}^{T} \sum_{i=1}^{n} \hat{F}_i u'_i \Delta F_t \right\|^r \leq n^{-r/2} T^{-r} \left\| \Delta F_t \right\|^2 \left\| \frac{1}{T} \sum_{s=1}^{T} \sum_{i=1}^{n} \hat{F}_s u'_s \Delta F_t \right\|^r.
$$
with \( \| \Delta F_i \|^2 = O_p(1) \) and \( \| (T)^{-1} \sum_{s=1}^{T} \hat{F}_s (n^{-1/2} \sum_{i=1}^{n} u_{is} \lambda_i^{*}) \|^2 = O_p(1) + O_p(C_{nT}^{-1}) \) from Lemma B.4 in Bai (2004). Hence, \( IV = O_p(n^{-r/2}T^{-r}) \). Thus, we have \( T^{-1} \sum_{t=1}^{T} \| \Delta \hat{F}_t - \Delta F_t \|^r = O_p(T^{-r}) + O_p(n^{-r}) + O_p(n^{-r}) + O_p(n^{-r/2}T^{-r}) = O_p(C_{nT}^{-r}). \) Part A.2(ii) follows from \( T^{-1} \sum_{t=1}^{T} \| \Delta \hat{F}_t \|^r \leq T^{-1} \sum_{t=1}^{T} \| \Delta F_t \|^r + T^{-1} \sum_{t=1}^{T} \| \Delta \hat{F}_t - \Delta F_t \|^r = O_p(1) + O_p(C_{nT}^{-r}). \)

Finally, consider A.2(iii). Since \( \hat{u}_{it} = x_{it} - \hat{\lambda}_i^{(t)} \hat{F}_t \), in light of (1) we have \( \hat{u}_{it} - u_{it} = \lambda_i^{(t)} F_t - \hat{\lambda}_i^{(t)} \hat{F}_t \), and therefore

\[
\frac{1}{T} \sum_{t=1}^{T} |\hat{u}_{it} - u_{it}|^r = \frac{1}{T} \sum_{t=1}^{T} \left( (\lambda_i - \hat{\lambda}_i)^{(t)} F_t - \hat{\lambda}_i^{(t)} (\hat{F}_t - F_t) \right)^r \\
\leq M \frac{1}{T} \sum_{t=1}^{T} \left| (\lambda_i - \hat{\lambda}_i)^{(t)} F_t \right|^r + M \frac{1}{T} \sum_{t=1}^{T} \left| \hat{\lambda}_i^{(t)} (\hat{F}_t - F_t) \right|^r \\
= I + II.
\]

Consider I; we have \( I \leq \left\| \hat{\lambda}_i - \lambda_i \right\|^r T^{-1} \sum_{t=1}^{T} \| F_t \|^r \). Note that \( \hat{\lambda}_i - \lambda_i = O_p(T^{-1}) \) - see Lemma 3 in Bai (2004, p. 148). Also, Assumptions 1(i), 1(ii), 2(i) and 2(ii) ensure that \( \sum_{t=1}^{T} \| F_t \|^r = O_p \left( T^{1 + \frac{r}{2}} \right) \) - see Park and Phillips (1999, Theorem 5.3). Thus, \( I = O_p \left( T^{-\frac{r}{2}} \right) \). As far as II is concerned, \( \sum_{t=1}^{T} \left| \hat{\lambda}_i^{(t)} (\hat{F}_t - F_t) \right|^r \leq \left\| \hat{\lambda}_i \right\|^r \sum_{t=1}^{T} \| \hat{F}_t - F_t \|^r \). Since \( \left\| \hat{\lambda}_i \right\|^r = \left\| \lambda_i + o_p(1) \right\|^r = O(1) \), similar calculations as before (based on the theory developed in Bai, 2004) would lead to \( \sum_{t=1}^{T} \| \hat{F}_t - F_t \|^r = O_p \left( TC_{nT}^{-r} \right) \). Thus, \( II = O_p \left( C_{nT}^{-r} \right) \) and therefore \( T^{-1} \sum_{t=1}^{T} |\hat{u}_{it} - u_{it}|^r = O_p \left( \hat{\sigma}_{nT}^{-r} \right) \). Part A.2(iv) follows from similar calculations as for the proof of A.2(ii).

**Lemma A.3** Let Assumptions 1-4 hold. Then \( T^{-1} \sum_{t=1}^{T} \hat{u}_{it}^2 = T^{-1} \sum_{t=1}^{T} u_{it}^2 + O_p \left( C_{nT}^{-1} \right) + O_p \left( C_{nT}^{-2} \right) \).

**Proof.** It holds that

\[
\frac{1}{T} \sum_{t=1}^{T} \hat{u}_{it}^2 = \frac{1}{T} \sum_{t=1}^{T} u_{it}^2 + \frac{2}{T} \sum_{t=1}^{T} u_{it} (\hat{u}_{it} - u_{it}) + \frac{1}{T} \sum_{t=1}^{T} (\hat{u}_{it} - u_{it})^2 \\
= \frac{1}{T} \sum_{t=1}^{T} u_{it}^2 + I + II.
\]

We have \( I \leq 2 \left[ T^{-1} \sum_{t=1}^{T} u_{it}^2 \right]^{1/2} \left[ T^{-1} \sum_{t=1}^{T} |\hat{u}_{it} - u_{it}|^2 \right]^{1/2} = O_p(1) \) \( O_p \left( C_{nT}^{-1} \right) \), in view of Assumption 1 and Lemma A.2(iii). Also, A.2(iii) yields \( II = O_p \left( C_{nT}^{-2} \right) \). Putting all together, the Lemma follows.
Lemma A.4 Let Assumptions 1-5 hold. Then, for some $r \geq 2$

A.4(i) $T^{-1} \sum_{t=1}^{T} \| \hat{F}_{t,b} - H_i^t F_{t,b} \|^r = O_p \left( C_{nT}^{-r} \right)$,

A.4(ii) $T^{-1} \sum_{t=1}^{T} \left( \hat{F}_{t,b} - H_i^t F_{t,b} \right) F'_{t,b} = O_p \left( C_{nT}^{-1} \right)$,

A.4(iii) $T^{-1} \sum_{t=1}^{T} \left( \hat{F}_{t,b} - H_i^t F_{t,b} \right) \hat{F}'_{t,b} = O_p \left( C_{nT}^{-1} \right)$,

A.4(iv) $\hat{F}_{t,b} - H_i^t F_{t,b} = O_p \left( n^{-1/2} \right) + O_p \left( T^{-3/2} \right)$.

Proof. Prior to starting the proof, recall that $\hat{\lambda}_i = H_i^t \lambda_i = O_p \left( T^{-1} \right)$. Also, $E \| \hat{F}_{t,b} \| = O \left( \sqrt{T} \right)$ by construction. Defining $\gamma_n^{b \cdot [t-s]} = n^{-1} \sum_{i=1}^{n} E (u_{it,b} u_{is,b})$, note that, by construction, $u_{it,b}$ is a stationary AR process of finite order; thus, $T^{-1} \sum_{t=1}^{T} \sum_{s=1}^{T} \gamma_n^{b \cdot [t-s]} \leq M < \infty$. Also, under the “one unit at a time” bootstrap, the $u_{it,b}$s are independent across $i$ and $E |u_{it,b} u_{is,b}|^{2+\delta} \leq E |u_{it,b}|^{4+\delta}$, which is finite (uniformly in $i$) according to Lemma 1. Thus, $n^{-1/2} \sum_{i=1}^{n} \left( u_{it,b} u_{is,b} - \gamma_n^{b \cdot [t-s]} \right) = O_p \left( 1 \right)$. Let $\hat{\lambda} = [\lambda_1, \ldots, \lambda_n]$ and $\hat{u}_{t,b} = [u_{1t,b}, \ldots, u_{nt,b}]$. It holds that

$$V_{nT}^b \left( \hat{F}_{t,b} - H_i^t F_{t,b} \right) = \frac{1}{T^2} \sum_{s=1}^{T} \hat{F}_{s,b} \gamma_n^{b \cdot [t-s]} + \frac{1}{nT^2} \sum_{s=1}^{T} \sum_{i=1}^{n} \hat{F}_{s,b} \left( u_{it,b} u_{s,b} - \gamma_n^{b \cdot [t-s]} \right) + \frac{1}{nT^2} \sum_{s=1}^{T} \hat{F}_{s,b} \hat{u}_{s,b} \hat{\lambda} u_{t,b} + \frac{1}{nT^2} \sum_{s=1}^{T} \hat{F}_{s,b} \hat{u}_{s,b} \hat{\lambda} F_{t,b}. \quad \text{(55)}$$

Consider A.4(i): we show it for $r = 2$; similar passages as in the proof of Lemma A.2(i) yield the result in the general case. It holds that

$$\frac{1}{T} \sum_{t=1}^{T} \left( \hat{F}_{t,b} - H_i^t F_{t,b} \right)^2 \leq M \frac{1}{T} \sum_{t=1}^{T} \left\| \hat{F}_{t,b} \right\|^2 + \frac{1}{nT^2} \sum_{s=1}^{T} \sum_{i=1}^{n} \hat{F}_{s,b} \left( u_{it,b} u_{s,b} - \gamma_n^{b \cdot [t-s]} \right)^2 + M \frac{1}{T} \sum_{t=1}^{T} \left\| \hat{F}_{t,b} \hat{u}_{s,b} \hat{\lambda} u_{t,b} \right\|^2 + M \frac{1}{T} \sum_{t=1}^{T} \left\| \hat{F}_{s,b} \hat{u}_{s,b} \hat{\lambda} F_{t,b} \right\|^2 \leq M \left( I + II + III + IV \right),$$

for some $M < \infty$. Terms $I$ and $II$ are $O_p \left( T^{-2} \right)$ and $O_p \left( n^{-1} \right)$ respectively in light of Bai (2004), since Bai’s assumptions on the summability of the $\gamma_n^{b \cdot [t-s]}$s and on $n^{-1/2} \sum_{i=1}^{n} \left( u_{it,b} u_{is,b} - \gamma_n^{b \cdot [t-s]} \right)$ being $O_p \left( 1 \right)$ hold here. Turning to $III$, we have $III \leq M \frac{1}{n^2 T}$.
\[ \sum_{t=1}^{T} \left\| \hat{\Lambda} u_{t,b} \right\|^2 = \frac{1}{T} \sum_{s=1}^{T} \left\| \hat{F}_{s,b} \right\|^2 \left\| \hat{X}_{s,b} \right\|^2 . \]  Consider \( \left\| \hat{\Lambda} u_{t,b} \right\|^2 \); note \( \hat{\Lambda} u_{t,b} = \sum_{t=1}^{n} \hat{\lambda}_i u_{it,b} \). Conditional on the sample, the sequence \( \left\{ \hat{\lambda}_i u_{it,b} \right\}_{i=1}^{n} \) has mean zero, and in view of the “one unit at a time” resampling scheme, it is i.i.d. across \( i \). Also, due to the independence between \( \hat{\lambda}_i \) and \( u_{it,b} \), \( E \left\| \hat{\lambda}_i u_{it,b} \right\|^{2+\delta} = E \left\| \hat{\lambda}_i \right\|^{2+\delta} E |u_{it,b}|^{2+\delta} \), which is finite in view of Assumption 3(ii), Proposition 2 and Lemma 1. Thus, a CLT yields \( \left\| \hat{\Lambda} u_{t,b} \right\| = O_p(n) \). Hence, applying the bootstrap IP to \( \frac{1}{T} \sum_{s=1}^{T} \left\| \hat{F}_{s,b} \right\|^2 \) and \( \frac{1}{T} \sum_{s=1}^{T} \left\| \hat{X}_{s,b} \right\|^2 \), we obtain \( \text{III} = \frac{1}{n} O_p(n) = O_p\left( \frac{1}{n} \right) \). Similar passages yield \( \text{IV} = O_p(1) \).

Consider part A.4(ii). Omitting \( V_{nT}^b \),

\[
\frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \left( \hat{F}_{t,b} - H_1' F_{t,b} \right) \left( \hat{F}_{t,b} - H_1' F_{t,b} \right)' = \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \hat{F}_{s,b} F_{s,b} = \frac{n}{nT} \sum_{s=1}^{T} \left( \hat{F}_{s,b} F_{s,b} \right) = \frac{1}{nT} \sum_{s=1}^{T} \left( \hat{F}_{s,b} F_{s,b} \right) = \text{I} + \text{II} + \text{III} + \text{IV}.
\]

As far as I and II are concerned, the same arguments as in Bai (2004) can be applied: I and II are \( O_p(T^{-1}) \). Consider III; neglecting \( \hat{F}_{s,b} = H_1' F_{s,b} \), which is dominated (after adding and subtracting), \( \text{III} = \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \hat{F}_{s,b} F_{s,b} = \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \left( \hat{F}_{s,b} u_{s,t} - \gamma_{i} \right) \).

The term \( \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \hat{F}_{s,b} u_{s,t} \) is \( O_p(1) \) in light of the bootstrap IP; also \( \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \hat{\lambda}_i u_{s,t} = \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \left( \hat{\lambda}_i - H^{-1} \lambda_i \right) \).

The first term is \( O_p\left( n^{-1/2} \right) \), see Bai (2004). Turning to the second term, it is bounded by

\[
\left( \frac{1}{nT} \sum_{i=1}^{n} \left\| \hat{\lambda}_i - H^{-1} \lambda_i \right\| \right)^{1/2} \left( \frac{1}{nT} \sum_{t=1}^{T} \left\| F_{t,b} u_{t,b} \right\|^{2+\delta} \right)^{1/2} = O_p\left( T^{-1} \right). \]

Thus, \( \text{III} = O_p\left( C_{nT}^{-1} \right) \). Finally, we turn to IV = \( \left( \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \hat{F}_{t,b} u_{t,b} \right) \left( \frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \hat{F}_{t,b} \right) \). Consider the first term, the second being \( O_p(1) \)

\[
\frac{1}{nT} \sum_{i=1}^{n} \sum_{t=1}^{T} \hat{F}_{t,b} u_{t,b} \hat{\Lambda} = \frac{1}{nT} \sum_{i=1}^{n} \left( \hat{F}_{t,b} u_{t,b} \hat{\Lambda} H^{-1} \right) + \frac{1}{nT} \sum_{i=1}^{n} \left( \hat{F}_{t,b} H_1 F_{t,b} \right) u_{t,b} \hat{\Lambda} H^{-1} + \frac{1}{nT} \sum_{i=1}^{n} \left( \hat{F}_{t,b} H_1 F_{t,b} \right) u_{t,b} \left( \hat{\lambda}_i - H^{-1} \lambda_i \right) \right) \left( \hat{F}_{t,b} - H_1 F_{t,b} \right) u_{t,b} \left( \hat{\lambda}_i - H^{-1} \lambda_i \right) \right).
\]
The first two terms are $O_p(n^{-1/2})$ and $O_p \left( n^{-1/2}C_{nT}^{-1} \right)$ respectively - see Bai (2004). The third term is bounded by \[
\left[ \frac{1}{T} \sum_{t=1}^{T} \left\| \phi_{t} - H^t \lambda_{t} \right\|^2 \right]^{1/2} \left[ \frac{1}{T} \sum_{t=1}^{T} \left\| \frac{1}{T} \sum_{t=1}^{T} F_{t,b} \hat{u}_{itt,b} \right\|^2 \right]^{1/2}
\] as above, and thus it is $O_p (T^{-1})$. As far as the fourth one is concerned, it is bounded by \[
\left[ \frac{1}{n} \sum_{i=1}^{n} \left\| \phi_{i} - H^{-1} \lambda_{i} \right\|^2 \right]^{1/2} \left[ \frac{1}{n} \sum_{i=1}^{n} \left\| \frac{1}{T} \sum_{t=1}^{T} \left( \hat{F}_{t,b} - H_{t,b}'F_{t,b} \right) \hat{u}_{bt,b} \right\|^2 \right]^{1/2},
\] which can be shown to be $O_p (T^{-1}C_{nT}^{-1})$ using similar passages as above. Putting all together, part A.4(ii) follows. Also, part A.4(iii) follows from A.4(i) and A.4(ii).

Turning to A.4(iv), consider (55). The terms I and II have the same asymptotics as in Bai (2004), since the assumptions are the same. Thus, $I = O_p (T^{-3/2})$ and $II = O_p (n^{-1/2}T^{-1/2})$. As far as $III$ is concerned, recall that $\lambda' u_{t,b} = O_p (\sqrt{n})$; thence, given that $\frac{1}{T^2} \sum_{s=1}^{T} \hat{F}_{s,b}'F_{s,b} = O_p (1)$, $III = O_p (n^{-1/2})$. Finally, consider IV; the same arguments as in Bai (2004) yield $IV = O_p (n^{-1/2}T^{-1/2})$. Putting all together, A.4(iv) follows.

**Lemma A.5** Consider (50). Under Assumption 6, it holds that, for some $r \geq 2$

- **A.5(i)** $T^{-1} \sum_{i=1}^{T} \left\| \phi_{i} - H'K_{i} \right\|^r = O_p (\delta_{nT}^{-r})$,
- **A.5(ii)** $T^{-1} \sum_{i=1}^{T} \left\| \Delta \hat{F}_{i} - H_{i}' \Delta F_{i} \right\|^r = O_p (\delta_{nT}^{-r})$,
- **A.5(iii)** $T^{-1} \sum_{i=1}^{T} \left( \phi_{i} - H'K_{i} \right) K_{i}' = O_p (\delta_{nT}^{-1})$,
- **A.5(iv)** $T^{-1} \sum_{i=1}^{T} \left( \Delta \hat{F}_{i} - H_{i}' \Delta F_{i} \right) \Delta F_{i}' = O_p (T^{-1/2} \delta_{nT}^{-1})$,
- **A.5(v)** $T^{-1} \sum_{i=1}^{T} \left( \Delta \hat{F}_{i} - H_{i}' \Delta F_{i} \right) \Delta \hat{F}_{i}' = O_p (\delta_{nT}^{-2})$,
- **A.5(vi)** $T^{-1} \sum_{i=1}^{T} \left\| \Delta \hat{F}_{i} \right\|^r = O_p (1)$,
- **A.5(vii)** $T^{-1} \sum_{i=1}^{T} \left\| \hat{G}_{i} \right\|^r = O_p (1)$,
- **A.5(viii)** $T^{-1} \sum_{i=1}^{T} \left\| \hat{u}_{it} - u_{it} \right\|^r = O_p (\delta_{nT}^{-r})$,
- **A.5(ix)** $T^{-1} \sum_{i=1}^{T} \left\| \hat{u}_{it} \right\|^r = O_p (1)$,
- **A.5(x)** $T^{-1} \sum_{i=1}^{T} \hat{u}_{it}^2 = \frac{1}{T} \sum_{t=1}^{T} u_{it}^2 + O_p (\delta_{nT}^{-1})$.

**Proof.** Most of the passages in the proof are similar to the other proofs; thus, some of them are omitted. Consider the following notation: let $u$ be the $T \times n$ matrix defined.
as $[u_1, \ldots, u_n]$ with $u_i = [u_{i1}, \ldots, u_{iT}]'$; define $D = \text{diag} \left\{ T I_k, \sqrt{T} I_h \right\}$; let $\Upsilon = E \left( \frac{\mu'}{n} \right)$ and $\Xi = \frac{\mu'}{n} - \Upsilon$. It holds that (see Maciejowska, 2010)

\[
\tilde{K} - KH = \left( \frac{1}{n} u \Lambda K' + \Xi + \Upsilon \right) \tilde{K} D^{-2},
\]

\[
\|\Upsilon\| = O_p \left( \sqrt{T} \right),
\]

\[
\|\Xi\| = O_p \left( \frac{T}{\sqrt{n}} \right).
\]

with, $\tilde{K} = \tilde{K} V_{nT}^{-1}$, $\left\| \tilde{K}' \tilde{K} D^{-2} \right\| = O_p(1)$ and $\left\| K' \tilde{K} D^{-2} \right\| = O_p(1)$.

We show parts (i) and (ii) for $r = 2$; the proof for general $r$ can be adapted from the proof of Lemma A.2. Consider A.5(i). Using the $C_r$-inequality, $T^{-1} \left\| \tilde{K} - KH \right\|^2_2 \leq M \left( T^{-1} \left\| \frac{1}{n} u \Lambda K' \tilde{K} D^{-2} \right\|^2_2 + T^{-1} \left\| \Xi \tilde{K} D^{-2} \right\|^2_2 + T^{-1} \left\| \Upsilon \tilde{K} D^{-2} \right\|^2_2 \right)$. It holds that $T^{-1} \left\| \frac{1}{n} u \Lambda K' \tilde{K} D^{-2} \right\|^2_2 \leq \left( n T \right)^{-1} \left\| \frac{1}{\sqrt{n}} u \Lambda \right\|^2_2 \left\| K' \tilde{K} D^{-2} \right\|^2_2 = \left( n T \right)^{-1} O_p(T) O_p(1) = O_p \left( \frac{1}{n} \right)$. Also, using (57), $T^{-1} \left\| \Xi \tilde{K} D^{-2} \right\|^2_2 \leq T^{-1} \left\| \Xi \right\|^2_2 \left\| \tilde{K} D^{-2} \right\|^2_2 = T^{-1} O_p \left( \frac{T^2}{n} \right) O_p(1) = O_p \left( \frac{T}{\sqrt{n}} \right)$. Finally, $T^{-1} \left\| \Upsilon \tilde{K} D^{-2} \right\|^2_2 \leq T^{-1} \left\| \Upsilon \right\|^2_2 \left\| \tilde{K} D^{-2} \right\|^2_2 = T^{-1} O_p(T) O_p(1) = O_p \left( \frac{1}{\sqrt{n}} \right) + O_p \left( \frac{T}{n} \right)$, whence, by definition of $D$, A.5(i). As far as A.5(ii) is concerned, similarly to the proof of Lemma A.1, $T^{-1} \left\| \Delta \tilde{F} - \Delta F H_F \right\|^2_2 \leq T^{-1} \left\| \tilde{F}_l - H_F F_l \right\|^2_2 + T^{-1} \left\| \tilde{F}_{l-1} - H_F F_{l-1} \right\|^2_2$, whence the desired result.

Turning to A.5(iii), using (56) it holds that $T^{-1} K' \left( \tilde{K} - KH \right) = \frac{1}{nT} K' K' \Lambda' u \tilde{K} D^{-2} + \frac{1}{nT} K' \Xi \tilde{K} D^{-2} + I + I + III$. We have $I \leq \frac{1}{nT} \left\| K' K' \right\| \left\| \Lambda' u \right\| \left\| \tilde{K} D^{-2} \right\| \left\| D^{-2} \right\| = \frac{1}{nT} O_p \left( \left\| D \right\|^2 \right) O_p \left( \sqrt{\frac{nT}{T}} \right) O_p(1) = O_p \left( \frac{1}{nT} \right)$. Also, $II = T^{-1} D^{-1} K' \Xi \tilde{K} D^{-2} + T^{-1} D^{-1} K' \Upsilon \left( \tilde{K} - KH \right) D^{-1} = II_a + II_b$. It holds that $II_a \leq T^{-1} \left\| D^{-2} K' \right\| \left\| \Xi \right\| \left\| \tilde{K} D^{-2} \right\|_2$; this has the same order as $T^{-1} \left\| \Xi \right\| = O_p \left( \frac{1}{\sqrt{nT}} \right)$. Similarly, $II_b \leq T^{-1} \left\| D^{-2} K' \right\| \left\| \Xi \right\| \left\| \tilde{K} - KH \right\| \left\| D^{-2} \right\| = T^{-1} O_p(1) O_p \left( \frac{T}{\sqrt{nT}} \right) O_p \left( \sqrt{\frac{nT}{T}} \right) \left\| D^{-2} \right\| = O_p \left( \sqrt{\frac{nT}{T}} \right)$, by virtue of A.5(i), which is dominated. Thus, $II = O_p \left( \frac{1}{\sqrt{nT}} \right)$. Finally, $III = T^{-1} D^{-1} K' \Upsilon \tilde{K} D^{-2} + T^{-1} D^{-1} K' \Upsilon \left( \tilde{K} - KH \right) D^{-1} = III_a + III_b$. It holds that $III_a \leq T^{-1} \left\| D^{-2} K' \right\| \left\| \Upsilon \right\| \left\| \tilde{K} D^{-2} \right\|_2 = T^{-1} O_p(1) O_p \left( \sqrt{\frac{T}{nT}} \right)$, which is dominated in light of the definition of $D$. Putting all together, A.5(iii) follows.
Turning to A.5(iv), we show it by considering \( T^{-1} \left( \Delta \hat{K} - \Delta K' \right) \Delta K' \) first. Using (56) \( T^{-1} \Delta K' \left( \Delta \hat{K} - \Delta K' \right) = \frac{1}{nT} \Delta K' \Delta u \Delta K' \tilde{K} D^{-2} + T^{-1} \Delta K' \tilde{K} D^{-2} + T^{-1} \Delta K' \tilde{K} D^{-2} = I + II + III \), with \( \tilde{K} = E \left( \frac{\Delta u w'}{n} \right) \) and \( \tilde{\zeta} = \frac{\Delta u w'}{n} - \tilde{K} \). Hence, \( I \leq \frac{1}{nT} \| \Delta K' \Delta u A \| \), \( \| K' \tilde{K} D^{-2} \| = \frac{1}{nT} O_p \left( \sqrt{nT} \right) O_p (1) = O_p \left( \frac{1}{\sqrt{nT}} \right) \); also, \( II \leq \frac{1}{T} \| \Delta K \| \| \tilde{\zeta} \| \| \tilde{K} D^{-1} \| \| D^{-1} \| \leq \frac{1}{T} O_p \left( \sqrt{T} \right) O_p (1) O_p \left( \| D \|^{-1} \right) = O_p \left( \frac{1}{\sqrt{T}} \right) \). Finally, \( III \leq \frac{1}{T} \| \Delta K \| \| \tilde{K} D^{-1} \| \| D^{-1} \| \leq \frac{1}{T} O_p \left( \sqrt{T} \right) O_p \left( \frac{T}{\sqrt{n}} \right) O_p (1) O_p \left( \| D \|^{-1} \right) = O_p \left( \frac{\sqrt{T}}{\sqrt{nT}} \right) \). Thus, \( T^{-1} \left( \Delta \hat{K} - \Delta K \right) \Delta K' = O_p \left( \frac{1}{\sqrt{nT}} \right) + O_p \left( \frac{1}{\| D \|} \right) + O_p \left( \frac{\sqrt{T}}{\sqrt{nT}} \right) \); A.5(iv) follows from noting that, when considering \( T^{-1} \left( \Delta \hat{F} - \Delta F_{HF} \right) \Delta F' \), \( \| D \| = O (T) \). Also, A.5(v) follows from combining A.5(ii) and A.5(iv). Similarly, A.5(vi) and A.5(vii) follow from A.5(iv) and A.5(ii) respectively, using Assumption 6.

As far as A.5(viii) is concerned, the proof is similar to Lemma A.2(iii): it holds that \( T^{-1} \sum_{t=1}^{T} | \tilde{u}_t - u_t | \leq MT^{-1} \sum_{t=1}^{T} \left( \tilde{\lambda}_t - H^{-1} \lambda_t \right)^T K_t \left( \tilde{\lambda}_t - H^{-1} \lambda_t \right) = I + II \). Further, Theorem 6 in Bai (2004) states that \( \frac{\| \hat{\lambda}_t - \lambda_t \|}{\| \lambda_t \|} \) is a standard result; a detailed proof can be found in Phillips and Solo (1992). To prove that \( \| \hat{\lambda}_t \| \leq \| \lambda_t \| \), it holds that \( \| \hat{\lambda}_t - \hat{\lambda}_t \| = \| G_t \| \| \lambda_t \| \) or, \( G_t \) is consistent as it estimates the space spanned by \( \lambda^c_t \) or \( \lambda^F_t \). Consider \( I \): it holds that (omitting \( M \) ) \( I \leq T^{-1} \| \hat{\lambda}_t - \lambda_t \| \sum_{t=1}^{T} \| K_t \| \| \lambda_t \| \). This proves A.5(viii). Equations A.5(ix) and A.5(x) follow from the same passages as in the proof of Lemma A.2(iv) and Lemma A.3.

Appendix B: proofs and derivations

**Proof of Proposition 1.** Consider (6). It holds that

\[
\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \begin{bmatrix} \Delta \hat{F}_t \\ u_t \end{bmatrix} = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \begin{bmatrix} H' \Delta F_t \\ u_t \end{bmatrix} + \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \begin{bmatrix} \Delta \hat{F}_t - H' \Delta F_t \\ 0 \end{bmatrix} = I + II.
\]

The weak convergence to a Brownian motion of \( I \) is a standard result; a detailed proof can be found in Phillips and Solo (1992). As far as \( II \) is concerned, \( T^{-1/2} \sum_{t=1}^{T} \left( \Delta \hat{F}_t - H' \Delta F_t \right) \leq M \left( T^{-1} \sum_{t=1}^{T} \| \hat{F}_t - H' \Delta F_t \|^2 \right)^{1/2} \); this is \( O_p \left( \frac{1}{\sqrt{T}} \right) \) in view of Lemma A.1(i), and it holds uniformly in \( s \). Thus, (6) holds. As far as equation (7) is concerned, \( T^{-2} \sum_{t=1}^{T} \hat{F}_t \hat{F}_t' = \)
This entails that an IP for MDS (see e.g. Theorem 4.1 in Hall and Heyde, 1980) can be incidental. Also, consider

\[ \text{The process } R_t = \left( T^{-1} \sum_{t=1}^T \hat{F}_t \right) u_{it} = \text{is a standard result; as far as } II \text{ is concerned, let the martingale approximations to } \right. \]

\[ \lim_{n \to \infty} \frac{1}{\sqrt{nT}} \sum_{t=1}^T u_{it} = I + II, \]

\[ n^{-1/2} \sum_{t=1}^T u_{it} = I + II. \]

where \( R_{u_{it}} \) is defined as \( u_{it} - u_{it} \). Standard panel asymptotic arguments (Phillips and Moon, 1999) yield that \( II = O_p \left( \sqrt{n} \right) \). As far as \( I \) is concerned, define \( \zeta_{nt} = n^{-1/2} \sum_{t=1}^n u_{it} \).

The process \( \zeta_{nt} \) has mean zero and is an MDS for every \( n \): that \( n \) passes to infinity is merely incidental. Also, consider \( E \left| \zeta_{nt} \right|^{2+\delta} \). We have \( E \left| \zeta_{nt} \right|^{2+\delta} \leq n^{-(1+\delta/2)} \sum_{t=1}^n E \left| u_{it} \right|^{2+\delta} \leq n^{-\delta/2} \max E \left| u_{it} \right|^{2+\delta} \). Thus, in view of Assumption 1, \( E \left| \zeta_{nt} \right|^{2+\delta} < \infty \) uniformly in \( n \).

This entails that an IP for MDS (see e.g. Theorem 4.1 in Hall and Heyde, 1980) can be applied: \( T^{-1/2} \sum_{t=1}^T \hat{F}_t \) converges uniformly to a Brownian motion with variance

\[ \lim_{n \to \infty} \frac{1}{T} \sum_{t=1}^T \hat{F}_t \]

\[ \frac{1}{T} \sum_{t=1}^T \left( \hat{F}_t - H'F_t \right) \]
decomposition) be $F^*_t$. Then

$$\frac{1}{\sqrt{nT}} \sum_{i=1}^{n} \sum_{t=1}^{T} F_t u_{it} = \frac{1}{T} \sum_{t=1}^{T} F^*_t \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} u^*_{it} \right) + \frac{1}{\sqrt{nT}} \sum_{i=1}^{n} \sum_{t=1}^{T} R_{it}$$

$$= \frac{1}{T} \sum_{t=1}^{T} F^*_t \zeta_{nt} + \frac{1}{\sqrt{nT}} \sum_{i=1}^{n} \sum_{t=1}^{T} R_{it} = I_a + I_b,$$

where $R_{it} = F^*_t u^*_{it} - F_t u_{it}$. As shown above, an IP holds for $T^{-1/2} \sum_{t=1}^{T} \zeta_{nt}$ and for $T^{-1/2} F^*_t$; also, $\zeta_{nt}$ and $F^*_t$ are independent for all $n$ in light of Assumption 4(i). Thus, standard arguments in the theory of convergence to stochastic integrals (see e.g. Phillips, 1988) yield $I_a \overset{d}{\to} \sigma_u \int W_e dW_u$. Finally, from Phillips and Moon (1999), it can be proved that $I_b = O_p \left( \sqrt{T} \right)$. Putting all together, (10) follows as $(n, T) \to \infty$ with $\frac{1}{T} \to 0$. ■

**Proof of Lemma 1.** For simplicity, we suppress the subscripts in $q_F$ and $q_u;i$ whenever possible. Consider (14); recall (11) and

$$\Delta F_t = \sum_{j=1}^{q} \hat{\alpha}_{q,j} \Delta F_{t-j} + \hat{\epsilon}^F_{t,q}, \quad (59)$$

$$\Delta F_t = \sum_{j=1}^{\infty} \alpha_j \Delta F_{t-j} + \epsilon_t^F. \quad (60)$$

Using the definition of $\left\{ e_{t,b}^F \right\}_{t=1}^{T}$,

$$E^b \left\| e_{t,b}^F \right\|^r \leq \left\| H \right\|^r \frac{1}{T} \sum_{t=1}^{T} \left\| e_t^F \right\|^r + \left\| H \right\|^r \frac{1}{T} \sum_{t=1}^{T} \left\| e_{t,q}^F - e_t^F \right\|^r + \left\| \frac{1}{T} \sum_{t=1}^{T} e_{t,q}^F \right\|^r + \left\| \frac{1}{T} \sum_{t=1}^{T} e_{t,q}^F \right\|^r$$

$$= I + II + III + IV.$$

Assumptions 2 and 3 entail that $\left\| H \right\| = O_p (1)$. Consider $I$; Assumption 2(i) and the Law of Large Numbers (LLN) ensure that $\frac{1}{T} \sum_{t=1}^{T} \left\| e_t^F \right\|^r \overset{P}{\to} E \left\| e_t^F \right\|^r < \infty$. As far as $II$ is concerned, it holds that $e_{t,q}^F - e_t^F = \sum_{j=q+1}^{\infty} \alpha_j \Delta F_{t-j}$ and therefore Minkowski’s inequality and the stationarity of $\Delta F_t$ yield

$$\frac{1}{T} \sum_{t=1}^{T} \left\| e_{t,q}^F - e_t^F \right\|^r \leq \frac{1}{T} \sum_{t=1}^{T} \left\| \sum_{j=q+1}^{\infty} \alpha_j \Delta F_{t-j} \right\|^r \leq \frac{1}{T} \sum_{t=1}^{T} \left\| \Delta F_t \right\|^r \left( \sum_{j=q+1}^{\infty} \left\| \alpha_j \right\|^r \right).$$
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Assumption 1(ii) entails that $\sum_{j=q+1}^{\infty} \|\alpha_j\| = o(q^{-s})$; Assumption 2(i) and the LLN yield $T^{-1} \sum_{t=1}^{T} \|\Delta F_t\| = O_p(1)$. Thus, $II = o_p(q^{-r}s)$. As far as III is concerned, we have
\[
\hat{e}_{t,q}^F - H' e_{t,q}^F = \sum_{j=0}^{q} H' \alpha_{q,j} (H')^{-1} \left( \Delta \hat{F}_{t-j} - H' \Delta F_{t-j} \right) - \sum_{j=1}^{q} \left[ \hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1} \right] \Delta \hat{F}_{t-j},
\]
where $\alpha_{q,0} = -1$. Hence
\[
III \leq \frac{1}{T} \sum_{t=1}^{T} \left\| \sum_{j=0}^{q} H' \alpha_{q,j} (H')^{-1} \left( \Delta \hat{F}_{t-j} - H' \Delta F_{t-j} \right) \right\|^r + \frac{1}{T} \sum_{t=1}^{T} \left\| \sum_{j=1}^{q} \left[ \hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1} \right] \Delta \hat{F}_{t-j} \right\|^r
= III_a + III_b.
\]
Using Minkowski’s inequality, $III_a \leq M T^{-1} \sum_{t=1}^{T} \left\| \Delta \hat{F}_t - \Delta F_t \right\|^r \left( \sum_{j=0}^{q} \|\alpha_{q,j}\| \right)^r$, with $\sum_{j=0}^{q} \|\alpha_{q,j}\| \leq \sum_{j=0}^{\infty} \|\alpha_j\| = O(1)$. Also, $T^{-1} \sum_{t=1}^{T} \left\| \Delta \hat{F}_t - H' \Delta F_t \right\|^r = O_p \left( C_{n,T}^{-1} \right)$ according to Lemma A.2(i). Thus, $III_a = O_p \left( C_{n,T}^{-1} \right)$. As far as $III_b$ is concerned, $III_b \leq T^{-1} \sum_{t=1}^{T} \left\| \Delta \hat{F}_t \right\|^r \left( \sum_{j=0}^{q} \|\hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1}\| \right)^r$. Lemma A.2 ensures $T^{-1} \sum_{t=1}^{T} \|\Delta \hat{F}_t\| = O_p(1)$. Also, $\sum_{j=0}^{q} \|\hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1}\| \leq q \max_{1 \leq j \leq q} \|\hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1}\|$, and Lemma 2 yields $\left[ q \max_{1 \leq j \leq q} \|\hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1}\| \right]^r = O_p \left( q^r \log T \right)^{r/2} + o_p(1)$. Thus, $III = O_p \left( C_{n,T}^{-1} \right) + O_p \left( q^r \varphi_{n,T}^F \right)$. Finally, consider IV; we have $\hat{e}_{t,q}^F = -\sum_{j=0}^{q} \hat{\alpha}_{q,j} \Delta \hat{F}_{t-j}$ with $\hat{\alpha}_{q,0} = -1$. Thus
\[
-\frac{1}{T} \sum_{t=1}^{T} \hat{e}_{t,q}^F = \sum_{j=0}^{q} H' \alpha_{q,j} (H')^{-1} \left( \frac{1}{T} \sum_{t=1}^{T} \Delta \hat{F}_{t-j} \right) + \sum_{j=0}^{q} \left[ \hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1} \right] \left( \frac{1}{T} \sum_{t=1}^{T} \Delta \hat{F}_{t-j} \right) = IV_a + IV_b.
\]
Since $T^{-1} \sum_{t=1}^{T} \Delta \hat{F}_{t-j} = T^{-1} H' \sum_{t=1}^{T} \Delta F_{t-j} + T^{-1} \sum_{t=1}^{T} \left( \Delta \hat{F}_{t-j} - H' \Delta F_{t-j} \right) = O_p \left( T^{-1/2} \right) + o_p \left( T^{-1/2} \right)$ for all $j$s
\[
IV_a \leq M \left( \sum_{j=0}^{q} \|\alpha_{q,j}\|^2 \right)^{1/2} \left( \sum_{j=0}^{q} \left\| \frac{1}{T} \sum_{t=1}^{T} \Delta \hat{F}_{t-j} \right\|^2 \right)^{1/2}
\leq O(1) \left[ q \max_{1 \leq j \leq q} \left\| \frac{1}{T} \sum_{t=1}^{T} \Delta \hat{F}_{t-j} \right\|^2 \right]^{1/2} = O_p \left( \sqrt{q} \right);
\]
also, $IV_b \leq \left( \sum_{j=0}^{q} \left\| \hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1} \right\|^2 \right)^{1/2} \left( \sum_{j=0}^{q} \left\| \frac{1}{T} \sum_{t=1}^{T} \Delta \hat{F}_{t-j} \right\|^2 \right)^{1/2} \leq (q \max_{1 \leq j \leq q} \|\hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1}\|)^{1/2} \left( \frac{q}{T} \right) + O_p \left( \frac{q}{T} \right)$, and thus it is dominated. Lemma 2 yields $q \max_{1 \leq j \leq q} \|\hat{\alpha}_{q,j} - H' \alpha_{q,j} (H')^{-1}\| = O_p \left( \varphi_{n,T}^F \right) + O_p \left( n^{-3/2} T^{-1/2} \right)$. Hence, $IV = O_p \left( q^{r/2} T^{-r/2} \right)$. Com-
Lemma A.2 yields
\[ E^b \| e_{t,b}^F \|^r = E \| e_t^F \|^r + O_p (q^{-r^*}) + O_p (C_{nT}^{-r}) + O_p \left[ \left( \frac{q}{\varphi_{nT}} \right)^r \right] + o_p (1) = E \| e_t^F \|^r + o_p (1), \]

thus Assumption 5 ensures \( E^b \| e_{t,b}^F \|^r = E \| e_t^F \|^r + o_p (1) \). Also
\[
T^{1 - \frac{r}{2}} E^b \| e_{t,b}^F \|^r = O_p \left( T^{1 - \frac{r}{2}} \right) + O_p \left( T^{1 - \frac{r}{2}} q^{-r^*} \right) + O_p \left( T^{1 - \frac{r}{2}} q^r \varphi_{nT} \right) + O_p \left( T^{1 - \frac{r}{2}} C_{nT}^{-r} \right) + O_p \left( T^{1 - q^r} \right) + o_p (1).
\]

Thus, \( T^{1 - \frac{r}{2}} E^b \| e_{t,b}^F \|^r = o_p (1) \) for \( r > 2 \).

As far as (15) is concerned, recall that \( u_{it} = \sum_{j=1}^{q} \gamma_{ij} u_{it-j} + e_{it,q} \), and let
\[
\hat{u}_{it} = \sum_{j=1}^{q} \gamma_{ij} \hat{u}_{it-j} + e_{it,q}^u, \tag{61}
\]
\[
u_{it} = \sum_{j=1}^{\infty} \gamma_{ij} u_{it-j} + e_{it}^u. \tag{62}
\]

We have
\[
E^b \| e_{it,b}^u \|^r = \frac{1}{T} \sum_{t=1}^{T} \left( \hat{e}_{it,q}^u - \frac{1}{T} \sum_{t=1}^{T} \hat{e}_{it,q}^u \right)^r \\
\leq \frac{1}{T} \sum_{t=1}^{T} |e_{it}^u|^r + \frac{1}{T} \sum_{t=1}^{T} |e_{it}^u - e_{it,q}^u|^r + \frac{1}{T} \sum_{t=1}^{T} |e_{it,q}^u - e_{it,q}^u|^r + \frac{1}{T} \sum_{t=1}^{T} e_{it,q}^u^r \\
= I + II + III + IV.
\]

Assumption 1(i) and similar arguments as in Park (2002) yield \( I = O_p (1) \) and \( II = o_p (q^{-r^*}) \). Note that
\[
III \leq \frac{1}{T} \sum_{t=1}^{T} \sum_{j=0}^{q} \gamma_{ij} (\hat{u}_{it-j} - u_{it-j})^r + \frac{1}{T} \sum_{t=1}^{T} \left( \sum_{j=0}^{q} \gamma_{ij} (\gamma_{ij}^{(i)} - \gamma_{ij}^{(i)}) \right) \hat{u}_{it-j}^r = III_a + III_b,
\]

with \( \beta_{q,0}^{u} = 1. \) It holds that \( III_a \leq T^{-1} \sum_{t=1}^{T} |\hat{u}_{it} - u_{it}|^r \left( \sum_{j=0}^{q} |\gamma_{ij}^{(i)}| \right)^r \), and Lemma A.2 entails \( III_a = O_p (q^r \delta_{nT}^{-r}) \) for all \( i \). Also, \( III_b \leq T^{-1} \sum_{t=1}^{T} |\hat{u}_{it}|^r \left( \sum_{j=0}^{q} |\gamma_{ij}^{(i)}| - |\gamma_{ij}^{(i)}| \right)^r \).

Lemma A.2 yields \( T^{-1} \sum_{t=1}^{T} |\hat{u}_{it}|^r = O_p (1) \). Also, \( \sum_{j=0}^{q} |\gamma_{ij}^{(i)}| - |\gamma_{ij}^{(i)}| \leq q \max_{1 \leq j \leq q} |\gamma_{q,j}^{(i)}| - |\gamma_{q,j}^{(i)}| \)

and from Lemma 2 we have \( \left[ q \max_{1 \leq j \leq q} |\gamma_{q,j}^{(i)}| - |\gamma_{q,j}^{(i)}| \right]^r = O_p (q^r \varphi_{nT}^{-r}) \). Finally, similar pas-
sages as for the proof of $T^{-1} \sum_{t=1}^{T} \tilde{e}_{t,0}^{F}$ above, $IV = O_p \left[ \left( \sqrt{\frac{1}{T}} \right)^{r} \right]$. Thus

$$E^{b} \left[ e_{it,b}^{u} \right]^{r} = E \left[ e_{it}^{u(i)} \right]^{r} + O_p \left( q^{-r s} \right) + O_p \left( q^{r} \delta_{r t}^{-r} \right) + O_p \left[ \left( \frac{q}{r_{n t}} \right)^{r} \right] + o_p \left( 1 \right),$$

whence, for every $i$, $E^{b} \left[ e_{i t}^{u} \right]^{r} = E \left[ e_{i t}^{u(i)} \right]^{r} + o_p \left( 1 \right)$. Assumption 1 (ii) then entails $\max_{i,t} E^{b} \left[ e_{i t}^{u} \right]^{r} < \infty$. ■

**Proof of Lemma 2.** For the sake of simplicity, the proof is reported for $k = 1$, and suppressing the subscripts in $q_F$ and $q_{u,j}$ whenever possible.

Consider (16). Recall (11), (59) and (60) and let

$$\Delta F_t = \sum_{j=1}^{q} \hat{\alpha}_{q,j} \Delta F_{t-j} + \tilde{e}_{t,q},$$

which is the fitted version of (11). It holds that $\max_{1 \leq j \leq q} \left| \hat{\alpha}_{q,j} - H' \alpha_j (H')^{-1} \right| \leq \max_{1 \leq j \leq q} \left( I + II + III \right)$. As far as $II$ is concerned, Assumptions 1 (ii) and 2 (ii) yield $\max_{1 \leq j \leq q} \left| \alpha_{q,j} - \alpha_j \right| \leq \sum_{j=1}^{q} \left| \alpha_{q,j} - \alpha_j \right| = o \left( q^{-s} \right)$ - see e.g. Theorem 2.1 in Hannan and Kavalieris (1986). Turning to $III$, Theorem 2.1 in Hannan and Kavalieris (1986) yields $III = O_p \left( \sqrt{\log T / T} \right)$. We now show that $I = O_p \left( T^{-1/2} C^{-1}_{nT} \right) + O_p \left( C^{-2}_{nT} \right)$. This is based on adapting the proof of Lemma A.1 in Chang, Park and Song (2006): it suffices to show that $\max_{1 \leq i,j \leq q}$

$$\left| T^{-1} \sum_{t=\max \{i,j\}}^{T} \Delta \hat{F}_{t-i} \Delta \hat{F}_{t-j} - T^{-1} \sum_{t=\max \{i,j\}}^{T} H' \Delta F_{t-i} \Delta F_{t-j} H \right| = O_p \left( T^{-1/2} C^{-1}_{nT} \right) + O_p \left( C^{-2}_{nT} \right).$$

Since

$$= \frac{1}{T} \sum_{t=\max \{i,j\}}^{T} \left( \Delta \hat{F}_{t-i} - H' \Delta F_{t-i} \right) \Delta F_{t-j} H + \frac{1}{T} \sum_{t=\max \{i,j\}}^{T} H' \Delta F_{t-i} \left( \Delta \hat{F}_{t-j} - H' \Delta F_{t-j} \right)'$$

$$+ \frac{1}{T} \sum_{t=\max \{i,j\}}^{T} \left( \Delta \hat{F}_{t-i} - H' \Delta F_{t-i} \right) \left( \Delta \hat{F}_{t-j} - H' \Delta F_{t-j} \right)'$$

$$= I_a + I_b + I_c.$$ 

Using Lemma A.1 (ii), $I_a$ and $I_b$ are of magnitude $O_p \left( T^{-1/2} C^{-1}_{nT} \right)$; Lemma A.1 (iii) entails that $I_c = O_p \left( C^{-2}_{nT} \right)$. Putting all together, $\max_{1 \leq j \leq q} \left| \hat{\alpha}_{q,j} - H' \alpha_j (H')^{-1} \right| = O_p \left( \sqrt{\log T / T} \right)$. 
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\[ + O_p \left( T^{-1/2} C_{nT}^{-1} \right) + O_p \left( T^{-3/2} \right) + o(q^{-s}). \]

The proof of (17) follows similar lines. Consider (12), (61) and (62), and

\[ u_{it} = \sum_{j=1}^{q} \gamma_{q, j}^{(i)} u_{it-j} + \tilde{e}_{it, q}, \]

which is the fitted version of (12). We have max_{1 \leq j \leq q} \left| \gamma_{q, j}^{(i)} - \gamma_{j} \right| \leq \max_{1 \leq j \leq q} \left| \gamma_{q, j}^{(i)} - \hat{\gamma}_{q, j}^{(i)} \right| + max_{1 \leq j \leq q} \left| \hat{\gamma}_{q, j}^{(i)} - \gamma_{j} \right| + max_{1 \leq j \leq q} \left| \gamma_{q, j}^{(i)} - \gamma_{j} \right| = I + II + III. \] As above, II and III are \( o(q^{-s}) \) and \( O_p \left( \sqrt{\log T / T} \right) \) respectively. As far as I is concerned, we show that \( I = O_p \left( C_{nT}^{-1} \right) + O_p \left( C_{nT}^{-2} \right). \) This holds because \( T^{-1} \sum_{t=\max\{j,k\}} T^{-1} \sum_{t=\max\{j,k\}} u_{it-j} u_{it-k} - T^{-1} \sum_{t=\max\{j,k\}} u_{it-j} u_{it-k} = O_p \left( C_{nT}^{-1} \right) + O_p \left( C_{nT}^{-2} \right). \) Putting all together, max_{1 \leq j \leq q} \left| \gamma_{q, j}^{(i)} - \gamma_{j} \right| = O_p \left( \sqrt{\log T / T} \right) + O_p \left( C_{nT}^{-1} \right) + o(q^{-s}). \]

**Proof of Lemma 3.** Consider (18) and note that \( \sum_{j=1}^{q} \hat{\beta}_{q, j}^{(i)} = \sum_{j=1}^{q} \beta_{ij} - \sum_{j=q+1}^{\infty} \beta_{ij} + \sum_{j=1}^{q} \left( \hat{\beta}_{q, j} - \beta_{q, j} \right). \) Assumption 1(ii) and 2(ii) entail \( \sum_{j=q+1}^{\infty} \| \beta_{j} \| = o(q^{-s}). \) Using Lemma 2, \( \sum_{j=1}^{q} \left( \hat{\beta}_{q, j} - \beta_{q, j} \right) \leq q \max_{1 \leq j \leq q} \| \beta_{q, j} - \beta_{q, j} \| = o_p(1), \) where the last equality follows from Assumption 5. Thus, \( \hat{\beta}_{q}^{-1} (1) \xrightarrow{P} \beta^{-1} (1). \) Furthermore, from the bootstrap IP in Lemma 1 it holds that \( T^{-1/2} \sum_{t=1}^{[T_{s}]} e_{it, b} \xrightarrow{d_{b}} W_{i}(s). \) Also, following the same lines as Park (2002, proof of Theorem 3.3, p. 486), we have, for all \( i \) and some \( \delta > 0, \)

\[ P^b \left[ \max_{i} \| T^{-1/2} \xi_{it, b} \| > \delta \right] \leq \delta^{-r} T^{-1-r/2} E^b \left\| \xi_{it, b} \right\|^r. \]

Using Minkowski’s inequality and the fact that \( \xi_{it, b} \) is stationary by construction, \( E^b \left\| \xi_{it, b} \right\|^r \leq \left[ \sum_{j=1}^{q} j \left\| \beta_{q, j}^{(i)} \right\|^r \right] \cdot E^b \left\| \xi_{it, b} \right\|^r. \]

Lemma 2 yields, for all \( i, \sum_{j=1}^{q} j \left\| \beta_{q, j}^{(i)} \right\| = \sum_{j=1}^{q} j \left\| \beta_{j} \right\| = o_p(1); \) also, from Lemma 1, \( E^b \left\| \xi_{it, b} \right\|^r < \infty. \) Thus, for every \( i, T^{-1/2} \sup_{1 \leq t \leq T} \left\| \xi_{it, b} \right\| = o_p(1). \) Therefore

\[ \frac{1}{\sqrt{T}} \sum_{t=1}^{[T_{s}]} \xi_{it, b} = \hat{\beta}_{q}^{-1} (1) \left( \frac{1}{\sqrt{T}} \sum_{t=1}^{[T_{s}]} e_{it, b} \right) + o_p(1) \xrightarrow{d_{b}} \beta_{q}^{-1} (1) W_{i}(s). \]

**Proof of Theorem 1.** The proof is similar to the proof of Lemma 3.4 in Chang, Park and Song (2006); thus, some passages are omitted. Consider (19), and assume, for simplicity, that \( F_{0, b} = 0. \) Letting \( W_{\varepsilon, nT} (s) = T^{-1/2} \sum_{t=1}^{[T_{s}]} \Delta F_{t, b} \), Lemma 3 states that, as
(n, T) → ∞, \( W_{\epsilon, n T}^{(b)}(s) \xrightarrow{d^*} W_\epsilon(s) \). Then

\[
\frac{1}{T^2} \sum_{t=1}^{T} F_{t,b}F_{t,b}' = \int W_{\epsilon, n T}^{(b)}(s) W_{\epsilon, n T}^{(b)}(s)' + \frac{1}{T^2} \sum_{t=1}^{T} F_{T,b}F_{T,b}'
\]

and \( T^{-1/2}F_{T,b} = o_p(1) \), which proves (19). As far as (20) is concerned, define the martingale approximations to \( F_{t,b} \) and \( u_{it,b}^* \) as \( F_{t,b}^* \) and \( u_{it,b}^* \); also, let \( \Delta F_{t,b} \) and \( \bar{u}_{it,b} \) be the first \( k \) and the last element of \( \hat{e}_{it,b} \) respectively. Then

\[
\frac{1}{T} \sum_{t=1}^{T} F_{t,b}u_{it,b} = \frac{1}{T} \sum_{t=1}^{T} F_{t,b}^*u_{it,b} + \frac{1}{T} \sum_{t=1}^{T} \Delta F_{t,b}\bar{u}_{it,b} - \frac{1}{T} F_{T,b}\bar{u}_{(T,b)}
\]

\[
+ \frac{1}{T}\Delta F_{0,b} \sum_{t=1}^{T} u_{it,b} - \frac{1}{T} \sum_{t=1}^{T} \Delta F_{t-1,b}u_{it,b}
\]

= \( I + II + III + IV + V \).

It holds straightforwardly that \( III + IV + V = O_p(T^{-1/2}) \); also, \( II \leq \left[T^{-1} \sum_{t=1}^{T} \| \Delta F_{t,b} \|^2 \right]^{1/2} \)

\[
\left[T^{-1} \sum_{t=1}^{T} \| \bar{u}_{it,b} \|^2 \right]^{1/2} = O_p(1) O_p(T^{-1/2})
\]

Thus, \( T^{-1} \sum_{t=1}^{T} F_{t,b}u_{it,b} = T^{-1} \sum_{t=1}^{T} F_{t,b}^*u_{it,b} + o_p(1) \). The convergence of \( T^{-1} \sum_{t=1}^{T} F_{t,b}^*u_{it,b} \) to \( \int W_\epsilon dW_{\epsilon, n} \) follows from Lemma 3 using the same approach as in Phillips (1988).

**Proof of Proposition 2.** Equation (28) follows from Proposition 1 (for \( \hat{\lambda}_{i,b}^{OLS(1)} \) or Theorem 1 (for \( \hat{\lambda}_{i,b}^{OLS(2)} \)) and the CMT. The proof of (29) is reported for \( \hat{\lambda}_{i,b}^{OLS(2)} \) - the case of \( \hat{\lambda}_{i,b}^{OLS(1)} \) follows very similar passages. Note that

\[
\left\| T \left[ \lambda_{i,b}^{OLS(2)} - \hat{\lambda} \right] \right\|_{2+\delta} = \left\| \left( \frac{1}{T^2} \sum_{t=1}^{T} F_{t,b}F_{t,b}' \right)^{-1} \left( \frac{1}{T} \sum_{t=1}^{T} F_{t,b}u_{it,b} \right) \right\|_{2+\delta}
\]

\[
\leq \sqrt{k} \left\| \left( \frac{1}{T^2} \sum_{t=1}^{T} F_{t,b}F_{t,b}' \right)^{-1/2} \right\|_{1} \left\| \left( \frac{1}{T} \sum_{t=1}^{T} F_{t,b}u_{it,b} \right) \right\|_{2+\delta}
\]

By symmetry, \( \left\| \left( T^{-2} \sum_{t=1}^{T} F_{t,b}F_{t,b}' \right)^{-1} \right\|_{1} = \ell_{\min}^{-1} \left( T^{-2} \sum_{t=1}^{T} F_{t,b}F_{t,b}' \right) \), where \( \ell_{\min}(\cdot) \) denotes the smallest eigenvalue. Theorem 1 ensures that, for sufficiently large \( n \) and \( T \), \( T^{-2} \sum_{t=1}^{T} F_{t,b}F_{t,b}' = T^{-2} H' \sum_{t=1}^{T} F_{t,b}F_{t,b}' H + o_p(1) \); thus, in light of Assumption 2(iii) and the invertibility of \( H \), \( \left\| \left( T^{-2} \sum_{t=1}^{T} F_{t,b}F_{t,b}' \right)^{-1} \right\|_{1}^{2+\delta} \) is bounded with probability 1. As far as \( \left\| \left( T^{-1} \sum_{t=1}^{T} F_{t,b}u_{it,b} \right) \right\|_{2+\delta} \) is concerned, it holds that \( \left\| \left( \frac{1}{T} \sum_{t=1}^{T} F_{t,b}u_{it,b} \right) \right\|_{2+\delta} \leq \).
\[ \frac{1}{T^{2+\delta}} \sum_{t=1}^{T} \| F_{t,b} \|^{2+\delta} |u_{it,b}|^{2+\delta} \]. Lemmas 1 and 2 (and the fact that \( k \) is fixed) ensure that \( \left\| \left( T^{-1} \sum_{t=1}^{T} F_{t,b} u_{it,b} \right) \right\|^{2+\delta} = O_{p}(1) \). Thus, \( \left\| T \left[ \hat{\lambda}_{i,b}^{\text{OLS}(2)} - \lambda_{i,b} \right] \right\|^{2+\delta} = O_{p}(1) \), thereby proving (29). ■

**Proof of Proposition 3.** The proof of equation (30) is similar to the proof of Theorem 3 in Bai (2004). We report only the main passages for the proof of \( \hat{\lambda}_{i,b}^{PC(2)} \). We have

\[
T \left[ \hat{\lambda}_{i,b}^{PC(2)} - H_{1}^{-1} \hat{\lambda}_{i} \right] = \left\{ \frac{1}{T^{2}} \sum_{t=1}^{T} \hat{F}_{t,b} \hat{F}_{t,b}^{\prime} \right\}^{-1} \times \left\{ \frac{1}{T} \sum_{t=1}^{T} \hat{F}_{t,b}^{\prime} u_{it,b} \right\} + \frac{1}{T} \sum_{t=1}^{T} \hat{F}_{t,b}^{\prime} \left( \hat{F}_{t,b}^{PC(2)} - H_{1}^{\prime} F_{t,b} \right)^{\prime} H_{1}^{-1} \hat{\lambda}_{i}.
\]

Consider the denominator. Using Lemma A.4, is given by

\[
H_{1} \left( \frac{1}{T} \sum_{t=1}^{T} \hat{F}_{t,b} F_{t,b}^{\prime} \right) H_{1} + O_{p} \left( C_{nT}^{-1} \right).\]

In view of (19):

\[
\frac{1}{T^{2}} \sum_{t=1}^{T} \hat{F}_{t,b}^{\prime} \hat{F}_{t,b}^{PC(2)} d^{b} \frac{d^{b}}{H_{1} \left( \int W_{s} W_{s}^{\prime} \right) H_{1}} \text{ in } P.
\]

Turning to the numerator, Lemma A.4(iii) yields

\[
T^{-1} \sum_{t=1}^{T} \hat{F}_{t,b}^{\prime} \left( \hat{F}_{t,b}^{PC(2)} - H_{1}^{\prime} F_{t,b} \right)^{\prime} u_{it,b} = H_{1}^{-1} \hat{\lambda}_{i} + O_{p} \left( C_{nT}^{-1} \right).\]

Also, \( \frac{1}{T} \sum_{t=1}^{T} \hat{F}_{t,b}^{\prime} u_{it,b} = H_{1}^{\prime} \frac{1}{T} \sum_{t=1}^{T} F_{t,b} u_{it,b} + \frac{1}{T} \sum_{t=1}^{T} \left( \hat{F}_{t,b}^{PC(2)} - H_{1}^{\prime} F_{t,b} \right) u_{it,b} = I + II.\)

As far as \( II \) is concerned, it is bounded by \( \left\{ \frac{1}{T} \sum_{t=1}^{T} \left\| \hat{F}_{t,b}^{PC(2)} - H_{1}^{\prime} F_{t,b} \right\|^{2} \right\}^{1/2} \); using Lemma A.4(i), and by virtue of Lemma 1, \( II = O_{p} \left( C_{nT}^{-1} \right).\) Equation (20) entails

\[
I \stackrel{d^{b}}{\rightarrow} H_{1}^{\prime} \int W_{s} dW_{s} \text{ in } P.
\]

Equation (30) follows by applying the CMT. Turning to (31), from (63)

\[
\left\| T \left[ \hat{\lambda}_{i,b}^{PC(2)} - H_{1}^{-1} \hat{\lambda}_{i} \right] \right\|^{2+\delta} \leq \sqrt{k} \left\{ \left\| \frac{1}{T^{2}} \sum_{t=1}^{T} \hat{F}_{t,b}^{\prime} \hat{F}_{t,b}^{PC(2)} \right\|^{-1} \right\}^{2+\delta} \times \left\{ \left\| \frac{1}{T} \sum_{t=1}^{T} \hat{F}_{t,b}^{\prime} u_{it,b} \right\|^{2+\delta} \right\} + \left\{ \frac{1}{T} \sum_{t=1}^{T} \hat{F}_{t,b}^{\prime} \left( \hat{F}_{t,b}^{PC(2)} - H_{1}^{\prime} F_{t,b} \right)^{\prime} H_{1}^{-1} \hat{\lambda}_{i} \right\|^{2+\delta}.\]

As far as the denominator is concerned, the proof is similar to that of (29), in view of (36) and of the invertibility of \( H_{1} \). As far as the numerator is concerned, the first term
is bounded by \( \left\| \frac{1}{T} \sum_{t=1}^{T} \hat{F}_{t,b}^{PC(2)} u_{it,b} \right\|^{2+\delta} \leq \left\| H_i' \right\| \left\| T^{-1} \sum_{i=1}^{T} F_{i,b} u_{it,b} \right\|^{2+\delta} + \left\| T^{-1} \sum_{t=1}^{T} \left( \hat{F}_{t,b}^{PC(2)} - H_i' F_{t,b} \right) u_{it,b} \right\|^{2+\delta} = I + II; I \) is \( O_p(1) \) following similar arguments as in the proof of (29). Further, \( II \leq \left[ T^{-1} \sum_{t=1}^{T} \left( \hat{F}_{t,b}^{PC(2)} - H_i' F_{t,b} \right) \right]^{2(2+\delta)/2} \left[ T^{-1} \sum_{t=1}^{T} u_{it,b}^2 \right]^{(2+\delta)/2} \), which is \( o_p(1) \) using Lemma A.4(i) and Lemmas 1 and 2. The second term in the numerator is bounded by \( \left\| T^{-1} \sum_{t=1}^{T} \hat{F}_{t,b}^{PC(2)} \left( \hat{F}_{t,b}^{PC(2)} - H_i' F_{t,b} \right) \right\|^{2+\delta} \left\| H_i^{-1} \right\|^{2+\delta} \left\| \tilde{\lambda}_i \right\|^{2+\delta} \), which is \( o_p(1) \) in light of Lemma A.4(ii), the invertibility of \( H_i \) and (29). 

**Proof of Proposition 4.** Consider (34). It holds that

\[
\sqrt{n} \left[ \hat{F}_{t,b}^{OLS(2)} - F_{t,b} \right] = \left[ \frac{1}{n} \sum_{i=1}^{n} \tilde{\lambda}_i \tilde{\lambda}_i' \right]^{-1} \left[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{\lambda}_i u_{it,b} \right],
\]

and the same expression holds for \( \hat{F}_{t,b}^{OLS(1)} - \hat{F}_t \). Recall that \( \hat{\lambda}_i - H^{-1} \lambda_i = O_p(T^{-1}); \) thus, the denominator of \( \hat{F}_{t,b}^{OLS(2)} - F_{t,b} \) is given by \( n^{-1} \sum_{i=1}^{n} \tilde{\lambda}_i \tilde{\lambda}_i' = H^{-1} \left( n^{-1} \sum_{i=1}^{n} \lambda_i \lambda_i' \right) (H')^{-1} + O_P(T^{-1}). \) This and Assumption 3(ii) yield \( n^{-1} \sum_{i=1}^{n} \tilde{\lambda}_i \tilde{\lambda}_i' \stackrel{P}{\rightarrow} H^{-1} \Sigma \lambda (H')^{-1}. \) Turning to the numerator, we showed in the proof of Lemma A.4 that a CLT holds whereby \( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{\lambda}_i u_{it,b} \). Thus, \( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \tilde{\lambda}_i u_{it,b} \overset{d}{\rightarrow} N(0, \lambda \Sigma) \) in \( P, \) where \( \lambda = \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \tilde{\lambda}_i \tilde{\lambda}_i' u_{it,b} \), in view of the cross sectional independence imposed by the “one unit at a time” scheme. Hence

\[
\lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \tilde{\lambda}_i \tilde{\lambda}_i' u_{it,b}^2 = H^{-1} \Gamma_i (H')^{-1} + \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \left( \tilde{\lambda}_i - H^{-1} \lambda_i \right) \lambda_i' (H')^{-1} u_{it,b}^2
\]

\[
\quad + \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} H^{-1} \lambda_i \left( \tilde{\lambda}_i - H^{-1} \lambda_i \right)' u_{it,b}^2
\]

\[
\quad + \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \left( \tilde{\lambda}_i - H^{-1} \lambda_i \right) (\tilde{\lambda}_i - H^{-1} \lambda_i)' u_{it,b}^2
\]

\[
= H^{-1} \Gamma_i (H')^{-1} + I + II + III,
\]

where the first term, \( H^{-1} \Gamma_i (H')^{-1} \) follows by definition. Term \( I \) is bounded by \( \left\| H^{-1} \right\| \max_i \left\| \lambda_i \right\| \max_i \left\| \tilde{\lambda}_i - H^{-1} \lambda_i \right\| \left( \frac{1}{n} \sum_{i=1}^{n} u_{it,b}^2 \right), \) which is \( O_p(T^{-1}) \) in view of Proposition 2 and Lemma 1; the same holds for \( II, \) and the same logic yields \( III = O_p(T^{-2}) \). Putting all together

\[
\sqrt{n} \left[ \hat{F}_{t,b}^{OLS(2)} - F_{t,b} \right] \overset{d}{\rightarrow} H' \Sigma \lambda^{-1} H H^{-1} \times N \left( 0, \Gamma_i \right),
\]
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in $P$, which proves the first part of the Proposition. Turning to (35), the proof is similar, in spirit, to the proofs of (29) and (31), and therefore we report only the main passages. It holds that 
\[ \left\| \sqrt{n} \left[ F_{t,b}^{OLS(2)} - F_{t,b} \right] \right\|^{2+\delta} \leq \sqrt{k} \left\| \left[ \frac{1}{n} \sum_{i=1}^{n} \hat{\lambda}_i \hat{\lambda}'_i \right]^{-1} \right\|^{2+\delta} \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{\lambda}_i u_{it,b} \right\|^{2+\delta} \]

For sufficiently large $T$, Lemma 2 entails that $n^{-1} \sum_{i=1}^{n} \hat{\lambda}_i \hat{\lambda}'_i = n^{-1} H^{-1} \sum_{i=1}^{n} \lambda_i \lambda'_i (H')^{-1} + o_p(1)$; Assumption 3(ii) ensures that the smallest eigenvalue of $n^{-1} \sum_{i=1}^{n} \lambda_i \lambda'_i$ is positive, from whence 
\[ \left\| \left[ \frac{1}{n} \sum_{i=1}^{n} \hat{\lambda}_i \hat{\lambda}'_i \right]^{-1} \right\|^{2+\delta} \] is bounded. As far as the numerator is concerned, 
\[ \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{\lambda}_i u_{it,b} \right\|^{2+\delta} \leq \left\| H^{-1} \right\|^{2+\delta} \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \lambda_i u_{it,b} \right\|^{2+\delta} + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( \hat{\lambda}_i - H^{-1} \lambda_i \right) u_{it,b} \right\|^{2+\delta} = I + II. \]

Term $I$ is bounded in light of Assumption 3(i), Lemmas 1 and 2 and the cross sectional independence of $u_{it,b}$. As far as $II$ is concerned, it is bounded by $n^{-\delta/2} \left[ E \left\| \hat{\lambda}_i - H^{-1} \lambda_i \right\|^{4+\delta} \right]^{1/2} \left[ E \left( u_{it,b}^{4+\delta} \right) \right]^{1/2}$. This is finite in view of Lemmas 1 and 2; (29) only stipulates that $E \left\| \hat{\lambda}_i - H^{-1} \lambda_i \right\|^{2+\delta}$ is finite, but the proof can be modified to accommodate for $4 + \delta$ using the same arguments. ■

**Proof of Proposition 5.** The proof is very similar to the proof of Theorem 2 in Bai (2004, p. 171) and therefore only the main passages are reported. In light of Lemma A.4(iv), under $\frac{n}{T^2} \to 0$, 
\[ \sqrt{n} \left[ \hat{F}_{t,b}^{PC(2)} - H'_t F_{t,b} \right] = \frac{1}{\sqrt{nT^2}} \left( V_{nT}^{b} \right)^{-1} \sum_{s=1}^{T} \hat{F}_{s,b} F'_{s,b} \hat{\Lambda}' u_{t,b} + o_p(1). \]

It holds that 
\[ \frac{1}{\sqrt{nT^2}} \left( V_{nT}^{b} \right)^{-1} \sum_{s=1}^{T} \hat{F}_{s,b} F'_{s,b} \hat{\Lambda}' u_{t,b} \]
\[ = \left( V_{nT}^{b} \right)^{-1} \left( \frac{1}{T^2} \sum_{s=1}^{T} \hat{F}_{s,b} F'_{s,b} \right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{\lambda}_i u_{it,b} \]
\[ = \left( V_{nT}^{b} \right)^{-1} \left( \frac{1}{T^2} \sum_{s=1}^{T} \hat{F}_{s,b} F'_{s,b} \right) \left( \frac{1}{n} \sum_{i=1}^{n} \hat{\lambda}_i \hat{\lambda}'_i \right) \left( \frac{1}{n} \sum_{i=1}^{n} \hat{\lambda}_i \hat{\lambda}'_i \right)^{-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \lambda_i u_{it,b} \]
\[ = H'_t \left( H^{-1} \Sigma_{\Lambda} (H')^{-1} \right)^{-1} H^{-1} N [0, \Gamma_t] + o_p(1), \]

which proves (36). The proof of (37) is very similar to the proof of (35), and thus it is omitted. ■
Proof of Proposition 6. Consider the case $\frac{n}{T} \to 0$. We have

$$\sqrt{n} \left( \hat{C}_{it,b} - \hat{C}_{it} \right) = \hat{\lambda}_{i} (H'_{i})^{-1} \left[ \sqrt{n} \left( \hat{F}_{t,b}^{PC} - H_{i}' F_{i} \right) \right] + \hat{F}_{t,b}^{PC} \left[ \sqrt{n} \left( \hat{\lambda}_{i,b}^{PC} - H_{i}^{-1} \hat{\lambda}_{i} \right) \right]$$

$$= \lambda_{i} (H')^{-1} \left( H_{i}' \right)^{-1} \left[ \sqrt{n} \left( \hat{F}_{t,b}^{PC} - H_{i}' F_{i} \right) \right] + \left( \hat{\lambda}_{i} - H_{i}^{-1} \hat{\lambda}_{i} \right) (H')^{-1} \left[ \sqrt{n} \left( \hat{F}_{t,b}^{PC} - H_{i}' F_{i} \right) \right] + \hat{F}_{t,b}^{PC} \left[ \sqrt{n} \left( \hat{\lambda}_{i,b}^{PC} - H_{i}^{-1} \hat{\lambda}_{i} \right) \right]$$

$$= I + II + III.$$

Using Propositions 3 and 5, $II = O_{p}(T^{-1})$. Also, $\hat{F}_{t,b}^{PC} = O_{p} \left( \sqrt{T} \right)$ by construction, whence $III = O_{p} \left( \sqrt{T} \right)$. Turning to $I$, Proposition 5 entails that $\hat{\lambda}_{i} (H')^{-1} (H'_{i})^{-1} H_{i}' H_{i}' \Sigma_{A} \times N (0, \Gamma_{i})$ in $P$.

As $\frac{n}{T} \to 0$, it holds that

$$\sqrt{T} \left( \hat{C}_{it,b} - \hat{C}_{it} \right) = \hat{\lambda}_{i} (H'_{i})^{-1} \left[ \sqrt{T} \left( \hat{F}_{t,b}^{PC} - H_{i}' F_{i} \right) \right] + \hat{F}_{t,b}^{PC} \left[ \sqrt{T} \left( \hat{\lambda}_{i,b}^{PC} - H_{i}^{-1} \hat{\lambda}_{i} \right) \right]$$

$$= \lambda_{i} (H')^{-1} \left( H_{i}' \right)^{-1} \left[ \sqrt{T} \left( \hat{F}_{t,b}^{PC} - H_{i}' F_{i} \right) \right] + \hat{F}_{t,b}^{PC} \left[ \sqrt{T} \left( \hat{\lambda}_{i,b}^{PC} - H_{i}^{-1} \hat{\lambda}_{i} \right) \right]$$

$$= I + II + III + IV.$$ 

Proposition 5 entails that $I = o_{p} (1)$; also, in view of Propositions 3 and 5, $III$ and $IV$ are both $o_{p} (1)$. The asymptotics is driven by $II$. The IP entails that $T^{-1/2} F_{t} = O_{p} (1)$ and $T^{-1/2} F_{t} \overset{d}{\to} W_{\varepsilon} (s)$ uniformly in $s$; using Proposition 3,

$$II \overset{d}{\to} W_{\varepsilon}' (s) H H_{i}^{-1} \left[ H^{-1} \left( \int W_{\varepsilon} W_{\varepsilon}' \right)^{-1} \left( \int W_{\varepsilon} dW_{\varepsilon} \right) \right] \text{ in } P.$$ 

Equation (41) follows from combining the two results. The proof of (42) follows from combining (31) and (37). $\blacksquare$

Proof of Theorem 2. Consider (44). Similarly to the proof of (9), we may write

$$\frac{1}{\sqrt{nT}} \sum_{i=1}^{n} \sum_{t=1}^{[Ts]} u_{it,b} = \frac{1}{\sqrt{nT}} \sum_{t=1}^{[Ts]} i_{n}^{t} \Gamma_{i} \left( 1 - \Gamma_{i} \right) e_{i,b}^{*} + \frac{1}{\sqrt{nT}} \sum_{t=1}^{[Ts]} i_{n}^{t} \left[ \Gamma^{*} (1) - \Gamma (1) \right] e_{i,b}^{*} + \frac{1}{\sqrt{nT}} \sum_{i=1}^{n} \sum_{t=1}^{[Ts]} R_{ab, it}$$

$$= I + II + III,$$
where the superscript \(^{\star}\) denotes the martingale approximation, \(\Gamma^{\star} (1) = [B^{\star} (1)]^{-1}\) and \(R_{tb,1t}\) denotes the remainder in the Beveridge-Nelson decomposition. Consider \(I\), and define \(\zeta_{nt,b} = n^{-1/2} i_{n} \Gamma (1) e^{nu}_{b,t}\). The sequence \(\zeta_{nt,b}\) is an MDS by construction. Also, \(E \sup |\zeta_{nt,b}|^{2+\delta} \leq n^{-\delta/2} \max_{i} E |u^{*}_{it,b}|^{2+\delta}\), where \(u^{*}_{it,b}\) is the MDS approximation to \(u_{it,b}\). In view of Lemma 1, \(E \sup |\zeta_{nt,b}|^{2+\delta}\) is bounded uniformly in \(n\). Thus, an IP for MDS holds whereby, uniformly in \(s\), \(\int_{0}^{T} W_{\zeta,b} (s)\). The variance of \(W_{\zeta,b} (s)\) is \(n^{-1} \zeta_{n} \Gamma (1) E (e^{nu}_{b,t} e^{nu}_{b,t}^{\prime})\). We now turn to showing that \(II\) and \(III\) are negligible. Consider \(III\). We have

\[
\begin{align*}
II & = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \frac{1}{\sqrt{T}} \sum_{t=1}^{[Ts]} \sum_{i=1}^{n} (\Gamma^{\star} (1) - \Gamma (1))_{ij} e^{nu}_{jt,b} \\
& = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \frac{1}{\sqrt{T}} \sum_{t=1}^{[Ts]} \tilde{\zeta}_{j}[Ts].
\end{align*}
\]

For each \([Ts]\), \(\tilde{\zeta}_{j}[Ts]\) has mean zero and is weakly dependent. Thus, a sufficient condition for \(II\) to be negligible is that, as \(T \to \infty\), \(\sup_{j} E \left( \tilde{\zeta}_{j}[Ts] \right) = o_{p} (1)\). Since

\[
\begin{align*}
\sup_{j} \lim_{T \to \infty} E \left( \tilde{\zeta}_{j}[Ts] \right) &= \sup_{j} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{[Ts]} \left( \sum_{i=1}^{n} (\Gamma^{\star} (1) - \Gamma (1))_{ij} \right)^{2} E (e^{nu}_{jt,b} e^{nu}_{jt,b})^{2} \\
& \leq M \sup_{j} \left[ \sum_{i=1}^{n} (\Gamma^{\star} (1) - \Gamma (1))_{ij} \right]^{2},
\end{align*}
\]

where the last inequality comes from Assumption 1(i) - note that this holds uniformly in \(s\). Thus, a sufficient condition for \(\lim_{T \to \infty} \sup_{j} E \left( \tilde{\zeta}_{j}[Ts] \right) = o_{p} (1)\) is that \(\sup_{j} \sum_{i=1}^{n} (\Gamma^{\star} (1) - \Gamma (1))_{ij} = o_{p} (1)\), which, by definition, is equivalent to \(\| \Gamma^{\star} (1) - \Gamma (1) \|_{1} = o_{p} (1)\). Recall \(\Gamma (1) = [B (1)]^{-1}\) and \(\Gamma^{\star} (1) = [B^{\star} (1)]^{-1}\); using Taylor’s expansion

\[
\begin{align*}
\left\| [B^{\star} (1)]^{-1} - [B (1)]^{-1} \right\|_{1} &= \left\| \Gamma^{-1} (1) [B^{\star} (1) - B (1)] [\Gamma^{\prime} (1)]^{-1} \right\|_{1} \\
& \leq \left\| \Gamma^{-1} (1) \right\|_{1} \left\| [B^{\star} (1) - B (1)] \right\|_{1} \\
& = O_{p} (1) O_{p} (1) o_{p} (1) = o_{p} (1),
\end{align*}
\]

by Assumption 1(iii) and from assuming \(\|[B^{\star} (1) - B (1)]\|_{1} = o_{p} (1)\). Thus, \(II\) is negligible. Finally, standard panel asymptotics (see e.g. Phillips and Moon, 1999) yields \(III = O_{p} (\sqrt{T})\), which is negligible.

Consider (45); \(\frac{1}{\sqrt{n} T} \sum_{i=1}^{n} \sum_{t=1}^{T} F_{t,b} u_{it,b}\) can be decomposed as

\[
\frac{1}{T} \sum_{t=1}^{T} F_{t,b} n \zeta_{nt,b} + \frac{1}{\sqrt{n} T} \sum_{t=1}^{T} F_{t,b} u_{it,b} (\Gamma^{\star} (1) - \Gamma (1)) e^{nu}_{t,b} + \frac{1}{\sqrt{n} T} \sum_{i=1}^{n} \sum_{t=1}^{T} R_{it} = I + II + III,
\]
where, as before, the superscript “*” denotes the martingale approximation and \( R_{at} \) is the remainder in the Beveridge-Nelson decomposition. Consider I. Theorem 1 and (44) ensure that an IP for MDS holds for \( T^{-1/2} F_{t,b}^* \) and \( T^{-1/2} \sum_{t=1}^{[T_s]} \zeta_{nt,b} \) respectively. Also, \( F_{t,b}^* \) and \( \zeta_{nt,b} \) are independent by construction and for each \( n \). Thus, the theory of convergence to stochastic integrals (see e.g. Phillips, 1988) entails \( I \xrightarrow{d} W_t \cdot dW_u \) in \( P \). We now turn to II; we have \( II = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \frac{1}{T} \sum_{t=1}^{T} F_{t,b}^* \left[ \sum_{i=1}^{n} \{ \Gamma^* (1) - \Gamma (1) \} \right] e_{jt,b}^* = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \xi_{jt} \). Conditional on \( C_{F}^* \), \( \xi_{jt} \) is a zero mean weakly dependent sequence. As before, a sufficient condition for II to be negligible is therefore that, as \( T \to \infty \), \( \sup_{j} E \left( \xi_{jt}^2 \mid C_F^* \right) = o_p (1) \).

Since

\[
\sup_j \lim_{T \to \infty} E \left( \xi_{jt}^2 \mid C_F^* \right) = \sup_j \lim_{T \to \infty} \frac{1}{T^2} \sum_{t=1}^{T} F_{t,b}^* F_{t,b}^{*'} \left[ \sum_{i=1}^{n} \{ \Gamma^* (1) - \Gamma (1) \} \right] E \left( e_{jt,b}^* \right)^2 \\
\leq M \left( \lim_{T \to \infty} \frac{1}{T^2} \sum_{t=1}^{T} F_{t,b}^* F_{t,b}^{*'} \sup_j \left[ \sum_{i=1}^{n} \{ \Gamma^* (1) - \Gamma (1) \} \right] \right)^2,
\]

where the last inequality comes from Assumption 1(i). Again, this is \( o_p (1) \) if \( \sup_j \sum_{i=1}^{n} \{ \Gamma^* (1) - \Gamma (1) \} \) is negligible. Finally, as far as \( III \) is concerned, similar passages as in the proof of Theorem 1 yield \( n^{-1/2} T^{-1} \sum_{t=1}^{T} R_{at} \leq n^{1/2} \sup_i \left| T^{-1} \sum_{t=1}^{T} R_{at} \right| = O_p \left( \sqrt{T} \right) \), which is of order \( o_p (1) \) under \( \frac{n}{T} \to 0 \). The proof is now the same as above. ■

**Proof of Theorem 3.** Consider equation (48); note that \( \left\| \hat{B}_q (1) - B_0 \right\|_1 = \left\| \sum_{j=1}^{q} \left( \hat{B}_{t,j} - B_{t,j} \right) \right\|_1 + \left\| \sum_{j=q+1}^{\infty} B_j \right\|_1 = I + II \). Assumption 1(ii) implies \( II = o (q^{-s}) \).

As far as I is concerned, note \( \sum_{j=1}^{q} \left( \hat{B}_{t,j} - B_{t,j} \right) = \left( \hat{B}_q - B_q \right) \left( i_q \otimes I_n \right) \). Thus, \( I \leq \left\| \hat{B}_q - B_q \right\|_1 \left\| i_q \otimes I_n \right\|_1 = q \left\| \hat{B}_q - B_q \right\|_1 \). To study the magnitude of \( \left\| \hat{B}_q - B_q \right\|_1 \), consider (47)

\[
\hat{B}_q = \left[ \frac{1}{T} \sum_{t=q+1}^{T} \hat{u}_t \hat{u}_t' \right] \left[ \frac{1}{T} \sum_{t=q+1}^{T} \hat{u}_t \hat{u}_t' \right]^{-1}.
\]

Let \( d_q = T^{-1} \sum_{t=q+1}^{T} u_{qt} u_{qt}' \) and \( \hat{d}_q = T^{-1} \sum_{t=q+1}^{T} \hat{u}_t \hat{u}_t' \). Then we can write

\[
\hat{B}_q = \left[ B_q d_q + \frac{1}{T} \sum_{t=q+1}^{T} \hat{u}_t \hat{u}_t' \right] \left[ \frac{1}{T} \sum_{t=q+1}^{T} u_t u_t' + \frac{1}{T} \sum_{t=q+1}^{T} e_t^{(w)} u_t' \right] \left[ d_q^{-1} + \hat{d}_q^{-1} (d_q - \hat{d}_q) d_q^{-1} + o_p \left( \left\| \hat{d}_q - d_q \right\|_1 \right) \right].
\]

(64)
Let $k = 1$ for simplicity; in this case, $H$ is a scalar, but we employ the matrix notation for consistency. By definition $\hat{u}_{qt} = u_{qt} + \left[ \hat{F}_{q,t} - (H \otimes I_q) \right] F_{q,t} \otimes \Lambda (H')^{-1} + \hat{F}_{q,t} \otimes [\hat{A} - \Lambda (H')^{-1}]$, where $F_{q,t} = [F_{t-1}, \ldots, F_{t-q}]$, and similarly $\hat{F}_{q,t}$. Assumption 1(ii) yields $\|d_{q}^{-1}\|_1 = O_p (1)$; also, note

$$
\begin{align*}
\frac{1}{T} \left( \sum_{t=q+1}^{T} \hat{u}_{qt} \hat{u}_{qt}' - \sum_{t=q+1}^{T} u_{qt} u_{qt}' \right) = & \left\{ \frac{1}{T} \sum_{t=q+1}^{T} \left[ \hat{F}_{q,t} - (H \otimes I_q) \right] F_{q,t} \left[ \hat{F}_{q,t} - (H \otimes I_q) \right]' \right\} \otimes \Lambda (H' H)^{-1} \Lambda' \\
+ & \left\{ \frac{1}{T} \sum_{t=q+1}^{T} \hat{F}_{q,t} \hat{F}_{q,t}' \right\} \otimes [\hat{A} - \Lambda (H')^{-1}] \left[ \hat{A} - \Lambda (H')^{-1} \right]' \\
+ & \left\{ \frac{1}{T} \sum_{t=q+1}^{T} \left[ \hat{F}_{q,t} - (H \otimes I_q) \right] F_{q,t} \hat{F}_{q,t}' \right\} \otimes \Lambda (H')^{-1} \\
+ & \left\{ \frac{1}{T} \sum_{t=q+1}^{T} \left[ \hat{F}_{q,t} - (H \otimes I_q) \right] u_{qt}' \right\} \otimes \Lambda (H')^{-1} \\
= & I + II + III + IV + V + A + B,
\end{align*}
$$

where $A$ and $B$ are the transposes of $IV$ and $V$ respectively. It holds that $\|I\|_1 \leq \left\| \Lambda (H' H)^{-1} \Lambda' \right\|_1 \left\| T^{-1} \sum_{t=q+1}^{T} \left[ \hat{F}_{q,t} - (H \otimes I_q) \right] F_{q,t} \left[ \hat{F}_{q,t} - (H \otimes I_q) \right]' \right\|_1 = O_p (n) O_p (q C_{nT}^{-2})$, using Lemma B.1 in Bai (2004). Recalling that $\hat{A} - \Lambda (H')^{-1} = O_p (T^{-1})$ element-wise, it holds that $\|II\|_1 \leq \left\| [\hat{A} - \Lambda (H')^{-1}] \left[ \hat{A} - \Lambda (H')^{-1} \right]' \right\|_1 \left\| T^{-1} \sum_{t=q+1}^{T} \hat{F}_{q,t} \hat{F}_{q,t}' \right\|_1 = O_p (n T^{-2}) O_p (q T) = O_p (qn T^{-1})$; similarly, $\|III\|_1 \leq \left\| \Lambda (H')^{-1} \left[ \hat{A} - \Lambda (H')^{-1} \right]' \right\|_1 \left\| T^{-1} \sum_{t=q+1}^{T} \hat{F}_{q,t} \hat{F}_{q,t}' \right\|_1 = O_p (n T^{-1}) O_p (q C_{nT}^{-1})$. Considering $IV$, $\|IV\|_1 \leq \left\| \Lambda (H')^{-1} \right\|_1 \left\| T^{-1} \sum_{t=q+1}^{T} \hat{F}_{q,t} \hat{F}_{q,t}' \right\|_1 = O_p (n) O_p (q C_{nT}^{-1})$; similar calculations yield that $\|A\|_1$ has the same order. Finally, $\|V\|_1 \leq \left\| [\hat{A} - \Lambda (H')^{-1}] \left\| T^{-1} \sum_{t=q+1}^{T} \hat{F}_{q,t} u_{qt}' \right\|_1 = O_p (n T^{-1}) O_p (q)$. Thus, the terms that dominate are of magnitude $O_p (n q C_{nT}^{-1})$. Con-
Considering the numerator of (64), recall \( \left\| T^{-1} \sum_{t=q+1}^{T} \epsilon_{t}^{(u)} u_{qt}^{t} \right\|_1 = O_p \left( \sqrt{\frac{\log T}{T}} \right) \). Also

\[
\frac{1}{T} \left( \sum_{t=q+1}^{T} \hat{u}_{t} d_{q}^{t} - \sum_{t=q+1}^{T} u_{t} u_{qt}^{t} \right) = \left\{ \frac{1}{T} \sum_{t=q+1}^{T} \left( \hat{F}_{t} - H' F_{t} \right) \left[ \hat{F}_{q,t} - (H \otimes I_{q}) F_{q,t} \right] \right\} \otimes \Lambda (H' H)^{-1} \Lambda' + \left( \frac{1}{T} \sum_{t=q+1}^{T} \hat{F}_{t} \hat{F}_{q,t}^{t} \right) \otimes \Lambda (H' H)^{-1} \Lambda' + \left[ \frac{1}{T} \sum_{t=q+1}^{T} \left( \hat{F}_{t} - H' F_{t} \right) \hat{F}_{q,t}^{t} \right] \otimes \Lambda \Lambda (H' H)^{-1} \Lambda' + \left[ \frac{1}{T} \sum_{t=q+1}^{T} \left( \hat{F}_{t} - H' F_{t} \right) u_{qt}^{t} \right] \otimes \Lambda (H' H)^{-1} \Lambda' + \left( \frac{1}{T} \sum_{t=q+1}^{T} \hat{F}_{t} u_{qt}^{t} \right) \otimes \Lambda (H' H)^{-1} \Lambda' + C + D = I + II + III + IV + V + C + D,
\]

with \( C \) and \( D \) being the transposes of \( IV \) and \( V \). Similar results as for the denominator hold. We have \( \| I \|_1 = O_p (nC_{nT}^{-2}) \), \( \| II \|_1 = O_p (n q T) \), \( \| III \|_1 = O_p (n q T^{-1} C_{nT}^{-1}) \), \( \| IV \|_1 = O_p (n q C_{nT}^{-1}) \) and \( \| V \|_1 = O_p (n q T^{-1}) \). Putting all together, it holds that

\[
\left\| B_{q} (1) - B (1) \right\|_1 = o (q^{-s}) + q O_p (n q C_{nT}^{-1}) + q O_p \left( \sqrt{\frac{\log T}{T}} \right).
\]

Consider now (49), and let \( B_{q} \equiv B_{q}^{d} + B_{q}^{od} \), where \( B_{q}^{d} = [B_{q,1}^{d}, \ldots, B_{q,q}^{d}] \) with \( B_{q,j}^{d} = diag \{ \gamma_{q,j}^{(0)} \} \) and \( B_{q,j}^{od} = [B_{q,1,j}^{od}, \ldots, B_{q,q,j}^{od}] \) defined so that \( B_{q,j}^{od} \) contains the off-diagonal elements of \( B_{q,j} \). As before, \( B_{q} (1) - B (1) = \left( \bar{B}_{q} - B_{q} \right) (i_{q} \otimes I_{n}) + \sum_{j=q+1}^{\infty} B_{j} \). Since \( \bar{B}_{q} - B_{q} = \bar{B}_{q} - B_{q}^{d} - B_{q}^{od} \), \( \left\| \bar{B}_{q} - B_{q} \right\|_1 \leq \left\| \bar{B}_{q} - B_{q}^{d} \right\|_1 + \left\| B_{q}^{od} \right\|_1 \). By construction, \( \left\| B_{q}^{od} \right\|_1 = \sup_{j} \sum_{j \neq j} \left| \gamma_{q,j}^{(0)} - \gamma_{q,j}^{(0)} \right| = O_p (n^{-s}) \) where the last equality holds by assumption. Also, \( \left\| \bar{B}_{q} - B_{q}^{d} \right\|_1 = \sup_{j} \sum_{j \neq j} \left| \gamma_{q,j}^{(0)} - \gamma_{q,j}^{(0)} \right| = O_p (\varphi_{nT}^{u}) \) in light of Lemma 2. Thus, putting everything together \( \left\| \left( \bar{B}_{q} - B_{q} \right) (i_{q} \otimes I_{n}) \right\|_1 \leq q \left\| \bar{B}_{q} - B_{q} \right\|_1 \leq q O_p (\varphi_{nT}^{u}) + q O_p (n^{-s}) \); this proves (49).

**Proof of Proposition 7.** The proof follows the same passages as in the proofs of Lemmas 1 and 2, based on the results in Lemma A.5.