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Analyst Pessimism and Forecast Timing

Abstract

In this study, we show that on average relatively pessimistic analysts tend to reveal their earnings forecasts later than other analysts. Further, we find this forecast timing effect explains a substantial proportion of the well-known decrease in consensus analyst forecast optimism over the forecast period prior to earnings announcements, which helps explain why analysts’ longer term forecasts are more optimistically biased than their shorter term forecasts. We extend McNichols and O’Brien’s (1997) and Hayes’ (1998) theory concerning analyst self-selection to argue that analysts with a relatively pessimistic view—compared to other analysts—are more reluctant to issue their earnings forecasts, with the result that they tend to defer revealing their earnings forecasts until later in the forecasting period than other analysts. Further evidence is consistent with this forecast timing effect being attributable, at least in part, to analysts’ incentive to generate trading volume (see Irvine 2001, 2004; Jackson 2005).

Keywords: Analysts’ forecast timing, Analysts’ pessimism, Trading commissions.
I. Introduction

On average, analysts’ longer-term earnings forecasts tend to be more optimistic than analysts’ shorter-term earnings forecasts (e.g., see O’Brien 1988; Brown 1997). In this study, we examine one potential explanation for the decrease in analysts’ earnings forecast optimism over the period prior to annual earnings announcements: the possibility that individual analysts who hold relatively pessimistic views about upcoming earnings—compared to other analysts—choose to reveal their forecasts later in the forecast period.

Our research question is motivated by McNichols and O’Brien’s (1997) and Hayes’ (1998) research regarding analyst self-selection. They distinguish between ex ante and ex post optimism. Ex post optimism is optimism relative to the actual earnings that are eventually announced, i.e., forecasts that appear in retrospect to have been too optimistic. McNichols and O’Brien (1997) argue that the observed ex post optimistic bias in analysts’ earnings forecasts (relative to actual earnings) results from analysts’ self-selection of the firms they follow: analysts drop coverage of the firms they are relatively pessimistic about—compared to the other firms they follow. That is to say, analysts decide which firms to follow based upon their ex ante level of optimism: analysts compare their beliefs about a firm with their beliefs about other firms and drop coverage of firms they are relatively pessimistic about compared to the other firms they follow. In this setting, analysts’ coverage decisions depend upon a benchmark that is known to analysts—their beliefs about other firms, and not the (unknown) future actual earnings. We extend their theory to analysts’ forecast timing decisions. We argue that rather than completely dropping coverage of a firm, analysts with a relatively pessimistic outlook—compared to other analysts—may simply be more reluctant to issue forecasts, with the result that they tend to reveal their forecasts later than other analysts forecasting the same earnings.

Relatively pessimistic analysts have at least three potential economic incentives which could cause them to wait until later in the forecast period to reveal their forecasts. First, relatively pessimistic forecasts that are issued later in the forecast period are not as likely to alienate managers because these forecasts help managers beat the average forecast. Second,
according to Hayes (1998) model, optimistic and pessimistic forecasts do not have the same effect on investors’ incentives to trade. Both optimistic and pessimistic forecasts reduce investor uncertainty. Viewed in isolation, reductions in uncertainty create an incentive for risk adverse investors to buy. An optimistic forecast, thus, has two effects which both create an incentive for investors to buy — the optimistic signal itself, and the decrease in uncertainty associated with the forecast. On the other hand, if the forecast is pessimistic this creates two countervailing incentives — the information in the forecast itself creates an incentive to sell, whereas the decrease in uncertainty arising from the forecast creates an incentive to buy. Investors’ incentive to trade stocks they already owned based upon a pessimistic forecast is thus at least partially offset by an incentive to continue to hold because of uncertainty reduction. Finally, Hayes (1998) predicts that relatively pessimistic forecasts are also less likely to generate trades and brokerage commissions because of the costs and risks of short selling.

Furthermore, some analysts are likely assigned to cover certain firms; in these cases analysts may not have the option to drop or not providing coverage for the stock, even if they are relatively pessimistic about the firm. These analysts are likely to be more reluctant than other analysts to reveal the forecasts.

Our argument is essentially about individual analysts’ behavior over the forecast period prior to earnings announcements. We assume that analysts have a sense of whether their beliefs are relatively pessimistic compared to current market prices or expectations. This is based on the idea that analysts have to periodically update their buy/hold/sell recommendations by comparing their own beliefs with current market prices. Analysts cannot observe the actual earnings number prior to an earnings announcement date, so individual analysts cannot condition their forecast timing decisions on whether _ex post_ their forecasts turn out to have been optimistic or pessimistic relative to actual earnings. Consequently, our argument is about analysts’ optimism relative to other market participants (i.e., other analysts), and not analysts’ (absolute) optimism compared to actual earnings.
Figure 1 illustrates the effect we hypothesize. In this example there are six analysts forecasting earnings. The oval illustrates the distribution of analysts’ beliefs regarding upcoming annual earnings 12 months prior to the earnings announcement date. Analyst X1 is the most optimistic analyst; she is the first analyst to reveal a forecast. The relatively more pessimistic analysts (X2 to X6) then start forecasting later in the forecast period, with the result that the observed average forecast decreases prior to the earnings announcement date.

Our results are consistent with our expectations, indicating that the forecast timing effect we document contributes to the decrease in the optimism in analysts’ average forecasts. Specifically, we compare the forecasts of annual earnings made by analysts in the last six months of the 12-month forecast period prior to annual earnings announcements. Using these forecasts, we compare the relative pessimism of forecasts made by analysts who start forecasting early (more than six months prior to the earnings announcement date), with that of forecasts made by analysts who start forecasting late (issue their first forecast in the last six months prior to the earnings announcement date). We show that the forecasts of late analysts — analysts who issue
their first forecast in the last six months prior to the annual earnings announcement date — are relatively more pessimistic compared to concurrent forecasts made by early analysts (those who start forecasting earlier in the 12-month forecast period). We show that this particular type of analyst self-selection can explain a significant portion of the over-time decrease in the optimistic bias in analysts’ average forecasts.

We find that this forecast timing effect is stronger in the post Regulation Fair Disclosure (Reg FD) period. Over our sample period (1989 to 2010) we find that approximately 40% of the typical decrease in average forecast optimism over the 12-month forecast period prior to annual earnings announcements is due to relatively pessimistic analysts forecasting later in the forecast period; this increases to 50% in the post Reg FD period when managers are prohibited from privately communicating pessimistic information to select analysts.

Our evidence that the forecast timing effect is more prevalent in the post-Regulation Fair Disclosure (FD) period suggests that analysts’ incentive to please management in order to gain privileged access to selective disclosures from management (see Francis and Philbrick 1993) or generate investment banking business is unlikely to be the primary incentive driving this phenomenon.1 Issuing pessimistic forecasts later in the forecast period is one way to cooperate with management and win lucrative investment banking business and gain access to management’s private information. Such cooperation could turn into an “earnings-guidance” game where managers talk down analysts prior to earnings announcements so that the reported earnings numbers can meet or beat the average forecast at the earnings announcement (e.g., Richardson et al. 2004). However, such selective disclosures are prohibited by Reg FD, and the existing research on the effect of Reg FD confirms that Reg FD has been effective in reducing managers' private communication with selected analysts and investors (see, e.g., Gintschel and Markov 2004; Ke et al. 2008). Thus, in the post-FD period analysts have less of an incentive to please management to gain privileged access of private disclosures. Our finding that the forecast

---

1 As a practical issue, because of concerns regarding potential damage to company relationships, brokerage houses may have a more lengthy and cautious internal review process before issuing pessimistic forecasts.
timing effect is stronger in the post-FD period therefore suggests that pessimistic analysts’ forecast timing is not likely to be primarily attributable to management selectively “talking down” some analysts.

In addition, the post-Reg FD period also encompasses the period after the adoption of the Global Settlement between U.S. regulators and large investment banks and various other regulations designed to reduce analysts’ conflicts of interest arising from investment banking. As a result, analysts’ incentive to please management in order to generate investment banking business is also likely to be less important in the post-Reg FD period since these new regulations have curtailed analysts’ ability to profit by winning investment banking business. On the other hand, the relative importance of analysts’ incentive to generate commissions from trading is likely to have increased in the post-FD period. Indeed, one requirement of the Global Settlement is that the twelve sanctioned investment banks fund research through trading rather than underwriting (Cowen et al. 2006).

Our findings extend two streams of recent research: prior studies that focus on analysts’ self-selection (see McNichols and O’Brien 1997; Hayes 1998), and recent studies that highlight the effect of the incentive to generate trading on analysts’ forecasting behavior (see Irvine 2001; Irvine 2004; Jackson 2005; Cowen et al. 2006). Our results make three contributions. First, our results highlight the potential importance of heterogeneity in the forecasting behavior of individual analysts following the same firm: we show that there is a systematic pattern in the timing of individual analysts’ forecasts. Second, our results help explain why the number of analysts forecasting earnings tends to increase over the forecast period prior to earnings announcements (see Brown et al. 1985; O’Brien 1988). Third, our results extend the literature

---

2 The Sarbanes-Oxley Act of 2002 required both the National Association of Securities Dealers (NASD) and the New York Stock Exchange (NYSE) to adopt new rules designed to curtail analysts’ conflicts of interest arising from investment banking. The NASD adopted rule 2711 (Research Analysts Research Reports), and the NYSE amended rules 351 (Reporting Requirements) and rule 472 (Communication with the Public). In addition, the Securities and Exchange Commission (SEC) adopted Regulation Analyst Certification (Reg AC). Finally, the Global Settlement between twelve large investment banks and U.S. regulators also imposed additional requirements specifically designed to curtail analysts’ conflicts of interest arising from investment banking.

3 This is related to the puzzling observation that a very high proportion of analysts’ earnings forecasts have short horizons. If analysts’ earnings forecasts are an input in analysts’ valuation models (e.g., see Bradshaw 2004; Gu
on the decrease in analysts’ forecast optimism prior to earnings announcements (e.g., see Richardson et al. 2004; Hutton 2005). Our results suggest that individual analysts timing of their forecasts plays a significant role in driving the over-time decrease in the optimistic bias in analysts’ average forecasts.

The paper is organized as follows. Section II sets out our study design and Section III presents the results for our test for pessimistic analysts forecasting timing. Section IV then outlines the results of additional analysis, including an analysis of the association between pessimistic analysts’ forecast timing and levels of institutional ownership and future stock returns. The paper concludes with a discussion in Section V.

II. Testing for Pessimistic Analysts’ Forecast Timing

2.1 Study Design: Testing for Pessimistic Analysts Forecast Timing

We use individual analysts’ forecast data from the IBES Detail database to examine if within a firm-year analysts with a relatively pessimistic view start forecasting later. Our sample period is from 1989 to 2010. For each annual earnings announcement \( t \), we select a sample of individual forecasts made in the last six months prior to the annual earnings announcement date. If an analyst issues more than one forecast during this six-month period, we retain only her first forecast. Next, we identify whether this forecast was: (a) late in the sense that it is the analyst’s first forecast for that firm-year; or (b) a revision of an early forecast made by the same analyst — then we view this analyst as an “early” analyst.

For this sample of individual analysts’ forecasts made (or revised) in the last six months prior to an annual earnings announcement, we create a variable, \( LATE \), that distinguishes between forecasts made by “early” and “late” analysts. Specifically, \( LATE_{ati} \) is a dummy variable equal to one if analyst \( a \)’s forecast of year \( t \) earnings for firm \( i \) made in the last six months prior to the annual earnings announcement is that analyst’s first forecast for that firm-year; otherwise,
LATE is coded zero. LATE is, thus, coded one for those analysts who start forecasting late in a fiscal year and zero otherwise. For each firm-year in our sample, we require at least one analyst who only issued forecast(s) in the last six months of the 12-month forecast period (i.e., \( LATE_{alt} = 1 \)), and at least one analyst who issued forecast(s) both in the first half of the 12-month forecast period and subsequently revised this forecast in the second half of the 12-month forecast period (i.e., \( LATE_{alt} = 0 \)).

For example, in the case illustrated in Figure 1 there are six analysts forecasting earnings for a firm-year. Analysts X1 and X2 issue their first forecasts more than six months before the earnings announcement date; these analysts who update their forecasts in the last six months prior to the earnings announcement will be coded \( LATE = 0 \). On the other hand, analysts X3 to X6 all issue their first forecast in the last six months prior to the earnings announcement date; these analysts’ forecasts are coded \( LATE = 1 \).

Using our sample of individual analysts’ forecasts issued in the last six months of the forecast period, we create a second variable, \( \text{Rank}_p \text{essimism} \), which compares the relative pessimism (optimism) of analysts’ forecasts within each firm-year. \( \text{Rank}_p \text{essimism}_{alt} \) is the rank of analyst \( a \)’s forecast of year \( t \)’s annual earnings for firm \( i \), relative to all other analysts who forecast year \( t \) annual earnings for firm \( i \). Higher values of \( \text{Rank}_p \text{essimism} \) indicate an individual analyst’s relative pessimism compared to the other analysts. We scale \( \text{Rank}_p \text{essimism} \) by the number of forecasts for a firm-year, giving a measure of individual analysts’ relative pessimism compared to other analysts covering the same firm-year that is scaled between 1 and 0.

Later forecasts — made closer to the earnings announcement date — are more accurate than earlier forecasts (e.g., see Clement 1999). Later forecasts may thus appear to be relatively more pessimistic simply because of new information that made them more accurate. This effect is illustrated in Figure 1 by the fact that forecasts made later in the forecast period are closer to the actual earnings realization. Using the forecast horizon (the number of days between the forecast date and the earnings announcement date) to control for this forecast accuracy effect will
mis-specify our test, however. This mis-specification problem is illustrated by the bottom dashed line in Figure 1. This shows that including forecast horizon as a control variable will not only control for the improvement in forecast accuracy through time, but will also extract the effect of increasing relative forecast pessimism through time, i.e., the effect we seek to document. As a result, we include a direct control for forecast accuracy in our tests rather than indirectly controlling for forecast accuracy using forecast horizon: $\text{Rank}_{\text{FError}}$ is the rank of analysts’ relative accuracy which is also scaled by the number of forecasts, giving a measure of relative accuracy that is scaled between 0 and 1. We then estimate the following logit model:

$$\text{Prob}(\text{Late}_{ait} = 1) = \lambda_0 + \lambda_1 \text{Rank}_{\text{Pessimism}}_{ait} + \lambda_2 \text{Rank}_{\text{FError}}_{ait} + \epsilon_{ait}.$$  \hspace{1cm} (1)

Our estimate of Equation (1) tests if an analyst’s relative pessimism, compared to other analysts forecasting for the same firm-year is related to whether that analyst initiates forecasting later in the forecast period. If relatively pessimistic analysts — who have higher values of $\text{Rank}_{\text{Pessimism}}$, tend to issue their first forecast later in the forecast period, then higher values of $\text{Rank}_{\text{Pessimism}}$ will be positively associated with observations where $\text{LATE} = 1$. Thus, we test if $\lambda_1 > 0$. Equation (1) controls for analysts’ relative accuracy: lower values of $\text{Rank}_{\text{FError}}_{ait}$ indicate relatively more accurate analysts' forecasts.

We also test if this forecast timing effect explains a substantial part of the decrease in the optimism in analysts’ average forecasts over the forecast period prior to annual earnings announcements. Using the same forecast data, we estimate two different measures of the decrease in the optimism in analysts’ average forecasts between the first and second halves of the 12-month forecast period prior to annual earnings announcement dates. We estimate: (1) the change in the average forecast based upon all available forecasts in both the first and second halves of the 12-month forecast period; and (2) the change in the average forecast based only upon forecasts from the subset of analysts who issue forecasts both in the first and second halves.

---

4 In any case, we have found that if you (incorrectly) control for the number of days between the forecast date and the earnings announcement date, then our results still hold.
of the 12-month forecast period. Our first measure of the change in average forecasts is a measure of the total decrease in the optimism in average forecasts; our second measure of the change in average forecasts captures that part of the total decrease in the optimism in average forecasts that is not due to relatively pessimistic analysts issuing their forecasts later, on average. The difference between these two measures thus captures that part of the total decrease in the optimism in average forecasts that is due to relatively pessimistic analysts’ forecast timing.

2.2 Sample Selection: Testing for Pessimistic Analysts Forecast Timing

We use forecasts of one year ahead annual earnings from the IBES Detail database for the sample period 1989 to 2010. Our sample is comprised of all individual forecasts of one year ahead annual earnings made in the last six months prior to annual earnings announcements. We restrict our sample to firm-years where there is at least one analyst who issues her first forecast in the last six months of the 12-month forecast period prior to annual earnings announcements, i.e., at least one analyst with $LATE_{ait} = 1$, and at least one analyst who both issues an initial forecast in the first six months of the 12-month forecast period, and subsequently revises this forecast in the last six months of the 12-month forecast period prior to the annual earnings announcement date, i.e., at least one analyst with $LATE_{ait} = 0$. This provides a sample of 433,858 analyst-firm-years for 48,955 unique firm-years.

III. Main Results

3.1 Main Results: Testing for Pessimistic Analysts’ Forecast Timing

The results from estimating Equation (1) are shown in Table 1, which shows that $\lambda_i$ is significantly positive (p<0.001, two-tailed). Higher values of $Rank_{Pessimism}$ denote analysts with relatively pessimistic views about upcoming annual earnings compared to other analysts. The positive coefficient on $\lambda_i$ confirms that analysts who hold relatively pessimistic views regarding upcoming annual earnings start forecasting later, on average, than other analysts. Our

5 These results are robust to re-estimating Equation (1) using the Fama-MacBeth (1973) technique.
control variable for analysts’ relative accuracy, $Rank_{Error}$, is significantly negative (p=0.0691, two-tailed). Consistent with prior studies (e.g., Brown et al. 1985; O'Brien 1988; Clement 1997), this indicates that later forecasts — that are made closer to the earnings announcement date — are more accurate, on average.

However, if forecasts by “early” and “late” analysts are timed differently within our 6-month sample period, then there could still be an important accuracy difference between early and late analysts which is not appropriately captured by the linear control for forecast accuracy, $Rank_{Error}$.
To test for this possibility, we also undertook a matched pair sample design where we match each “early” (i.e., $LATE = 0$) forecast with contemporaneous “late” (i.e., $LATE = 1$) forecasts. This analysis is illustrated in Figure 2. We match each “late” analyst’s ($LATE = 1$) forecast with time-matched “early” analyst’s ($LATE = 0$) forecast revision made within a five-day window around day $t$ (date $t-2$ to date $t+2$). If there is more than one matched “early” forecast, then we use the mean of these forecasts. Of the 118,010 late forecasts, we are able to horizon-match 38,371 of these forecasts with contemporaneous early forecasts. The median (mean) difference in the forecast horizon, i.e., the number of days between the forecast date and the earnings announcement date, between these horizon-matched forecasts by “early” and “late” analysts is 0 (0.02) days. A comparison of $\text{Rank\_Pessimism}$ across these matched-pairs of “early” and “late” forecasts indicates that the mean forecasts of “late” analysts are significantly more pessimistic than the contemporaneous forecast revisions made by “early” analysts ($p<0.001$, two-tailed), i.e., they are relatively more pessimistic. These results confirm that our results from estimating Equation (1) are due to a change in the beliefs of individual analysts forecasting over the forecast period and not to an inappropriate control for differences in forecast horizon between early and late analysts.

3.2 Analysis of the Effect of Pessimistic Analysts’ Forecast Timing on the Average Forecast Optimism

Next, we examine the contribution of this forecast timing effect to explaining the decrease in average forecast optimism over the forecast period prior to annual earnings announcements. As already discussed, for this analysis we compare two different measures of the increase in average forecast pessimism between the first and the second halves of the 12-month period prior to annual earnings announcements. Specifically, we estimate: (1) the change in the average forecast based upon all available forecasts in both the first and second halves of the 12-month forecast period; and (2) the change in the average forecast based upon only the subset of analysts who issue forecasts both in the first and second halves of the 12-month
forecast period. The first measure captures the total change in the average forecast; the second measure captures that part of the total change in the average forecast that is not caused by the addition of relatively pessimistic forecasts later in the forecast period. The difference between these two measures captures that part of the change in the average forecast that is attributable to the addition of relatively pessimistic analysts’ forecasts later in the forecast period.

As can be seen in Panel A Table 2, the typical change in the median forecast based upon all available forecasts (see Column (1)), i.e., the typical change in the average forecast, is -0.1. On the other hand, the typical change in the median forecast based only on the subset of analysts who forecast both early and late in the forecast period is -0.06 (see Column (2)). Thus, over our entire sample period 40% (-0.04/-0.1) of the typical change in the median forecast is attributable to pessimistic analysts’ forecast timing. Our analysis, thus, indicates that the forecast timing effect explains a substantial part of the change in average forecasts (and the increase in average forecast pessimism) prior to annual earnings announcements.

We also re-estimate the fraction of the decrease in average forecasts that is attributable to forecast timing separately for both the pre- and post-Reg FD periods. The results are also shown in Panels B and C of Table 2. First, as can be seen from the results in Panels B and C of Table 2, it is not unambiguously clear whether Reg FD changed the magnitude of the typical decrease in average forecasts over the forecast period. While the decrease in the median forecast is similar in the pre-Reg FD period as in the post-Reg FD period (-0.1 vs. -0.1), the decrease in the mean forecast is larger in the pre-Reg FD period than in the post-Reg FD period (-0.16 vs. -0.11). Consistent with our expectation, however, there is clear evidence that the composition of the decrease in the average forecast changed between the pre- and post-Reg FD periods. In the pre-Reg FD period, 20% (-0.02/-0.1) of the typical decrease in the average forecast is due to pessimistic analysts’ forecast timing; this increases to 50% (-0.05/-0.1) in the post-Reg FD period. Thus, the tendency for analysts with relatively pessimistic views regarding upcoming earnings to start forecasting later than other analysts contributes to explaining a significant
proportion of the decrease in average analyst forecasts, especially after Reg FD became effective. In summary, our analysis using the advent of Reg FD suggests that pessimistic analysts’ forecast timing is not likely to be primarily attributable to management selectively “talking down” some analysts.

3.3 Sensitivity Analysis

As a robustness test, instead of using the dummy variable $LATE$ that indicates whether an analyst initiates coverage in the first or the second half of the one year period prior to annual earnings announcements, we use the number of days between coverage initiation and the earnings announcement. Specifically, we use the following model to test our prediction that relatively pessimistic analysts start forecasting later in the forecast period:

$$\text{#DAYS}_{ait} = \lambda_0 + \lambda_1 \text{Rank\_Pessimism}_{ait} + \lambda_2 \text{Rank\_FError}_{ait} + \varepsilon_{ait}. \quad (2)$$

Where $\text{#DAYS}$ is the number of days between the issue date of analyst $a$’s first forecast of year $t$’s annual earnings for firm $i$ and the eventual earnings announcement date. We would expect that: $\lambda_1 < 0$.

$<$ Insert Table 3 Here $>$

The results from estimating Equation (2) are shown in Table 3, which shows that, consistent with our expectation, $\lambda_1$ is significantly negative ($p<0.001$, two-tailed). Higher values of $\text{Rank\_Pessimism}$ denote analysts with relatively pessimistic views about upcoming annual earnings compared to other analysts. Smaller values of $\text{#DAYS}$ indicate that analysts initiate coverage later in the period. The negative coefficient on $\lambda_1$ confirms that analysts who hold relatively pessimistic views regarding upcoming annual earnings start forecasting later, on average, than other analysts. Consistent with the results of prior studies (e.g., Brown et al. 1985; O’Brien 1988; Clement 1997), the control variable for analysts’ relative accuracy, $\text{Rank\_FError}$, is significantly positive ($p<0.001$, two-tailed), indicating that forecasts issued are more accurate, on average.

$^[6]$ These results are robust to re-estimating Equation (2) using the Fama-MacBeth (1973) technique.
IV. Further Analysis

4.1 Exploring one Possible Explanation for Pessimistic Analyst Forecast Timing: Analysts' Incentive to Generate Trading

To recap, we extend McNichols and O’Brien’s (1997) and Hayes’ (1998) research regarding analyst self-selection. We argue that analysts with relatively pessimistic views regarding upcoming annual earnings are more reluctant to provide forecasts. That is, prior to earnings announcements, we assume that analysts have a sense of whether their views are relatively pessimistic compared to current market prices or expectations. This is based upon the idea that analysts have to continuously update their recommendations based upon a comparison of their own views with current market prices. If this is the case, then we argue that relatively pessimistic analysts will be reluctant to forecast earlier in the forecast period. In this section we explore one of the possible incentives that may contribute to this forecast timing effect: analysts' incentive to generate trading commissions.

Analysts’ incentive to generate trading commissions may contribute to pessimistic analysts’ forecast timing. Hayes (1998) shows analytically that the analyst self-selection effect McNichols and O’Brien (1998) document can, in part, be partially attributed to analysts’ incentive to generate trading commissions; because buy recommendations are likely to generate more trading than sell recommendations, analysts’ incentive to generate trading commissions helps explain analysts’ self-selection in their coverage decisions.

We argue that the dropped coverage decisions documented by McNichols and O’Brien (1997) is an extreme form of analyst censorship. Since the analyst forecast timing effect we document, whereby relatively pessimistic analysts are more reluctant to issue forecasts, is also motivated by Hayes’ (1998) self-selection argument, a natural question to ask is whether this forecast timing effect is related to analysts’ incentive to generate trading commissions. To examine this issue, we assume that both the costs and risks of short selling a stock based on an analyst's earnings forecast decreases as the earnings announcement date approaches — because the window for trading on this earnings news shortens (see D’Avolio 2002; Lamont 2004;
Boehmer, Jones, and Zhang 2007). In fact, Diether (2008) examines short-selling contract data from 1999 to 2005 and finds that contracts last on average 38 trading days and the median contract lasts only 11 trading days. Ceteris paribus, relatively pessimistic forecasts issued closer to an earnings announcement date can generate more trading commissions because they are more likely to generate short sale transactions. Thus, analysts with a relatively pessimistic view regarding upcoming earnings have more of an incentive to issue their forecasts closer to earnings announcement dates because their forecasts are more likely to trigger short sales transactions — and trading commissions — when they are timed in this fashion.

In sum, we expect that the pessimistic analysts’ forecast timing effect we document in Section III varies across firms. Specifically, we expect that pessimistic analysts forecast timing effect will be more evident in firms that are easier to short sell. We test this prediction next.

Using a proprietary dataset from a leading stock lender, D’Avolio (2002) finds that the cost and risk of short selling are significantly lower for firms with relatively higher institutional ownership (see also Lamont 2004). Institutional holdings have been associated with both analyst following and the incidence of short-sales constraints. Using institutional ownership as a proxy for short-sale constraints, Asquith, Pathak, and Ritter (2005) document that stocks where short-sales are constrained underperform. Firms with larger institutional holdings have more trading so analysts have more capacity to generate trades in such firm; additionally, with larger

---

7 To short sell a stock, one must first be able to borrow the stock. Financial institutions, such as mutual funds, trusts, or asset managers, provide much of this stock lending for which they receive a daily fee (see D’Avolio 2002; Cohen, Haushalter, and Reed 2004). Stock lenders retain an option to recall the stock at any time. As a result, once a short seller has initiated a short position by borrowing stock, the borrowed stock may be recalled at any time by the lender. If a short position is recalled, then in order to continue to maintain the short position, the short seller needs to find another stock lender. This can be expensive if the new stock lender charges a substantially higher fee. If the short seller is unable to find another lender, he is forced to close his position. This possibility leads to recall risk, one of many risks that short sellers face (see Cohen et al. 2004). These risks decrease as the trading horizon shortens (see D’Avolio 2002). Thus, both the costs and risks of undertaking a short position based on an earnings forecast are likely to decrease as the earnings announcement date approaches.

8 In Hayes (1998), short sales constraints are one of multiple reasons why optimistic forecasts generate more trading commissions than pessimistic forecasts.

9 Analysts have an incentive to generate trading commissions because trading commission are used to fund sell-side research and brokerage firms tie analysts’ compensation, in part, to the trading commission they generate (see Irvine 2001; Cowen et al. 2006). Consistent with the importance of analysts’ incentive to generate trading for their brokerage-firm employers, Irvine (2001) provides evidence that analysts’ coverage decisions are related to the extent to which analysts can generate trading in a stock.
institutional holdings, these firms are easier to short-sell. Greater levels of institutional ownership are, thus, likely associated with firms where short-selling constraints are less binding (because of a likely greater supply of stock for lending). As a result, we test if the analyst timing effect we document is more prevalent in firms with larger institutional ownership using the following model:

$$
\text{Prob}(\text{Late}_{ait} = 1) = \lambda_0 + \lambda_1 \text{Rank}_{-\text{Pessimism}}_{ait} + \lambda_2 \text{Rank}_{-\text{Error}}_{ait} + \lambda_3 IO_{it} + \lambda_4 (\text{Rank}_{-\text{Pessimism}}_{ait} * IO_{it}) + \lambda_5 (\text{Rank}_{-\text{Error}}_{ait} * IO_{it}) + \epsilon_{ait},
$$

(3)

where $IO_{it}$ is the percentage of institutional ownership. $IO_{it}$ is number of shares held by institutional investors divided by the total number of shares outstanding for firm $i$ at the beginning of fiscal year $t$. Since shares held by institutions are only reported quarterly, we use the institutional ownership data from the beginning of the quarter for all the months in the quarter. Larger values of $IO_{it}$ denote firms where the costs and risk of short selling are lower; thus, we expect that $\lambda_4 > 0$.

The results from our estimates of Equation (3) are shown in Table 4. As can be seen in Table 4, the results indicate that the forecast timing effect is more evident in firms with higher institutional ownership: $\lambda_4$ is significantly positive ($p<0.001$, two-tailed).\(^{10}\) In summary, the results using institutional ownership as a proxy for the marginal costs and risks of short selling stock ($IO_{it}$) are consistent with a greater tendency for relatively pessimistic analysts to time their forecasts to be later in the forecast period for those stocks that are cheaper and less risky to short sell.

---

\(^{10}\) These results are robust to re-estimating Equation (3) using the Fama-MacBeth (1973) technique.
4.2 Testing an Implication of Pessimistic Analysts’ Forecast Timing

If analysts who hold relatively pessimistic views about upcoming earnings tend to start forecasting later than other analysts then this suggests that changes in the number of analysts forecasting over the period prior to earnings announcements will be related to firms' subsequent returns, i.e., cumulative abnormal returns after earnings announcement dates. It is now widely accepted that if short selling is costly and there are heterogeneous investor beliefs, a stock can be overvalued and generate low subsequent returns. Desai et al. (2002) report, for example, that the negative abnormal performance of stocks with high short interest persists for up to 12 months. Thus, we can expect that the change in the number of analysts forecasting over the twelve months prior to annual earnings announcements (which captures the overall increase in pessimistic forecasts) will be negatively related to firms’ future performance, i.e., cumulative abnormal returns after earnings announcement dates. We test this expectation.

Further, we examine whether any association between the change in the number of analysts forecasting over the period prior to earnings announcements and firms’ subsequent returns is attenuated for firms with less short sale constraints. The literature on short sales and stock returns primarily relies on the institutional restrictions governing short sales and on heterogeneous beliefs among investors. With heterogeneous beliefs and no short-sale constraints, pessimistic investors who sell short counterbalance optimistic investors who buy long and they jointly set equilibrium stock prices and, as a consequence, subsequent returns. With short-sale constraints, pessimistic investors are unable to short the stock to the extent they desire, and the equilibrium price will reflect a positive bias and subsequent returns will be low. For any given amount of divergence in expectations, the greater the constraint on short sales, the greater the price and return bias, therefore, the lower the subsequent returns. More divergence in forecasts will be caused by combining the more pessimistic forecasts with the more optimistic forecasts that have already been issued by other analysts (see Figures 1 and 2 for an illustration of this).
Using institutional ownership as a proxy for short-sale constraints, Asquith, Pathak, and Ritter (2005) document that portfolios of stocks with high short interest generally underperform the market and, the lower the level of institutional ownership, the more negative are the portfolio’s abnormal returns. They argue that less constrained stocks (i.e., stocks that are easier to short sell) are more likely owned by institutions since most lendable shares are from institutional owners. Thus, we test whether the effect of increases in the number of forecasts (which increases the amount of pessimism) over the period prior to earnings announcements on firms’ subsequent performance is attenuated for firms with higher institutional ownership.

We use average forecasts from the IBES Summary file for our sample of 63,735 firm-years. The IBES Summary database provides monthly data for the number of analysts with outstanding forecasts. We use this data to measure the change in the number of analysts forecasting over the 12 months prior to annual earnings announcements: \( \Delta \text{Cov}_{1-12,it} = \text{Cov}_{1,it} - \text{Cov}_{12,it} \), where \( \text{Cov}_{1,it} \) and \( \text{Cov}_{12,it} \) are the number of forecasts outstanding 1 and 12 months prior to the earnings announcement, respectively. We calculate the cumulative market model adjusted abnormal return (\( \text{CAR}_{it} \)) after the earnings announcement for firm \( i \) in year \( t \) over the 90-trading day interval (1, 90), where day 1 is the day after the earnings announcement. The daily abnormal return for firm \( i \) is computed as the difference between the daily return of firm \( i \) and the value-weighted market return adjusted using the market model. The market model is estimated using a 255 trading-day estimation period ending 60 days before the earnings announcement date. We delete the observation if the stock has fewer than 3 days of return data in the estimation period. \( IO_{it} \) is the percentage of institutional ownership, measured as shares held by institutional investors divided by shares outstanding for firm \( i \) three months before earnings announcement date for year \( t \). Since institutional ownership is only reported quarterly, we use the institutional ownership data from the beginning of the quarter for all the months in the quarter. We examine if the change in the number of analysts forecasting is related to the cumulative abnormal returns after earnings announcements. More importantly, we use the following regression to test if the effect of the change in the number of analysts forecasting over the 12 months prior to annual
earnings announcements on firms’ subsequent performance ($CAR_{it}$) is attenuated for firms with high institutional ownership:

$$CAR_{it} = \alpha_0 + \alpha_1\Delta Cov_{1-12,it} + \alpha_2 IO_{it} + \alpha_3 IO_{it}^* \Delta Cov_{1-12,it} + \varepsilon_{it}. \quad (4)$$

The results from estimating Equation (4) are shown in Table 5. $\Delta Cov_{1-12,it}$ is significant negatively related to $CAR_{it}$ (p<0.001, two-tailed), indicating that the increased number of analysts forecasting later in the period is associated with lower subsequent abnormal returns, consistent with the idea that analysts' incentive to generate trading from short sales helps explain the pessimistic analysts' forecast timing effect. The significant positive $\alpha_3$ coefficient (p<0.001, two-tailed) indicates that the underperformance associated with larger increases in the number of analysts forecasting over the twelve months prior to annual earnings announcements is attenuated for firms with higher levels of institutional ownership (less constraints for short sales).

The results are consistent using the percentage change in the number of analysts forecasting. Results are also robust if we measure $CAR_{it}$ using alternative windows as (1, 30), (1, 60), (1,180) and (1, 365) and equally-weighted market returns.

V. Discussion and Conclusions

We extend McNichols and O’Brien’s (1997) and Hayes' (1998) research on analyst self-selection. We argue that dropping coverage may be an extreme form of analyst censorship, and that analysts who hold relatively pessimistic views about future earnings may also choose to forecast later than other analysts. That is, we assume that analysts have a sense of whether their views are relatively pessimistic compared to current market prices or expectations, and, if

---

11 These results are also consistent using the Fama-MacBeth (1973) technique. In addition, we also confirm that these results are robust to estimating Equation (4) using rank regressions, decile rank regressions (see Bradshaw et al. 2001), and to alternative cutoffs for winsorizing.
analysts hold relatively pessimistic views, they are more likely to choose to forecast earnings later than other analysts.

We first show that individual analysts who hold relatively pessimistic views about future earnings start issuing earnings forecasts later than other analysts forecasting for the same firm-year. Second, consistent with Hayes’ (1998) argument, we also show that this forecast timing effect is more prevalent in firms that are cheaper and less risky to short sell. We also show that analysts’ forecast timing is stronger in the post-Reg FD period than the pre-Reg FD period. Finally, we show that this analysts’ forecast timing effect contributes to explaining the decrease in the average forecast optimism over the forecast period before annual earnings announcements. Our estimates indicate that over our entire sample period (1989 to 2010), 40% of the typical decrease in the average (median) forecast is due to analysts timing of their forecasts; this increases to 50% in the post-Reg FD period. Since the forecast timing effect is more evident in the post-Reg FD period during which managers are prohibited from communicating material private information with select analysts, we conclude that this timing effect is unlikely to be primarily driven by management “talking down” some analysts later in the forecast period. In other words, if we assume that selective disclosures by management were the primary cause of the forecast timing effect we document, then we would expect the forecast timing effect to be weaker in the post-Reg FD period. We find that this is not the case.

Our study increases understanding of analysts’ forecasting behavior. We argue empirically that such strategic forecast timing behaviors is associated with analysts’ incentives to generate trading commissions through short sales. This helps explain why the number of analysts’ forecasting tends to increase over the forecast period prior to earnings announcements (see Brown et al. 1985; O’Brien 1988).

---

12 The stronger results for the post-Reg FD period also suggest that analysts’ incentive to please management in order to maintain preferential access to managerial information is unlikely to be the primary factor driving this forecast timing effect.
Our analyses add to two streams of research. First, our findings extend prior studies that focus on analysts’ self-selection (see McNichols and O’Brien 1997; Hayes 1998). Second, our findings also add to recent studies that highlight the importance of analysts’ incentive to generate trading commissions and the potential impact of this incentive on analysts’ behavior (see Irvine 2001; Irvine 2004; Jackson 2005; Cowen et al. 2006). Our results extend the findings of these studies by suggesting that analysts’ incentive to generate trading commissions is also likely to influence analysts’ timing of their forecasts.
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TABLE 1
Logit Analysis of the Likelihood that Relatively Pessimistic Analysts Start Forecasting Later

This analysis tests whether analysts who have a relatively pessimistic outlook for upcoming annual earnings start forecasting later than other analysts. For each annual earnings announcement in this period, we select a sample of individual forecasts that are made in the last six months prior to the earnings announcement date. If an analyst issued more than one annual earnings forecast in this six month sample period, we retain only her first forecast. For this sample of individual analysts’ forecasts, we create a variable—LATE—that distinguishes between forecasts that are an analyst’s first forecast for that firm-year (LATE=1), and forecasts that are updates of a previous forecast by the same analyst (LATE=0). The latter “updates” are new forecasts that are updates of previous forecasts. Using this sample of individual analysts’ forecasts made in the last six months prior to annual earnings announcements, we create a second variable—Rank_Pessimism—to compare the relative pessimism of these individual analysts’ forecasts within each firm-year: Rank_Pessimism_{ait} is the rank of analyst a’s forecast of year t’s annual earnings for firm i, relative to all other analysts’ forecasts of year t annual earnings for firm i. High values of Rank_Pessimism indicate relative pessimism compared to other analysts forecasting the same annual earnings. We scale Rank_Pessimism by the number of forecasts for a firm-year, giving a measure individual analysts’ relative optimism that is scaled between 0 and 1. We use a similar approach to control for analysts’ relative accuracy. Using the same individual forecasts made in the last six months prior to the annual earnings announcement date, we calculate Rank_{FError} as the rank of analysts’ relative accuracy. Rank_{FError} is also scaled by the number of forecasts, giving a measure of relative accuracy that is scaled between 0 and 1. We use the following logit model to test our prediction that relatively pessimistic analysts start forecasting later in the forecast period:

$$\text{Prob}(\text{Late}_{ait} = 1) = \lambda_0 + \lambda_1 \text{Rank}_Pessimism_{ait} + \lambda_2 \text{Rank}_{FError}_{ait} + \epsilon_{ait}.$$  (1)

The sample consists of 433,858 analyst-firm-years spread over the period 1989 to 2010, and includes 48,955 firm-years. The results shown below are for a pooled regression that includes all 433,858 analyst-firm-years. These results are robust to using the Fama-MacBeth regression technique.

<table>
<thead>
<tr>
<th>$\lambda_0$ (p-value)</th>
<th>$\lambda_1$ (p-value)</th>
<th>$\lambda_2$ (p-value)</th>
<th>Likelihood Ratio (p-value)</th>
<th>No. of Analyst-Firm-Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5346 (&lt;0.001)</td>
<td>0.1191 (&lt;0.001)</td>
<td>-0.0116 (0.0691)</td>
<td>381.35</td>
<td>433,858</td>
</tr>
</tbody>
</table>

Higher values of Rank_Pessimism_{ait} indicate that analyst a is relatively pessimistic compared to the other analysts forecasting year t earnings for firm i. A significant positive coefficient on $\lambda_1$ indicates that analysts who start forecasting later (i.e., in the last six months) are relatively pessimistic compared to the other analysts forecasting earnings for the same firm-year. Lower values of Rank_{FError}_{ait} indicate relatively more accurate analysts.
TABLE 2
Does Pessimistic Analysts’ Forecast Timing Help Explain the Decrease in Average Forecasts Prior to Earnings Announcements?

This table provides univariate statistics for two different measures of the decrease in average forecasts between the first and second 6 months of the 12-month forecast period prior to annual earnings announcements. We estimate two different measures of the decrease in average forecasts between these two 6-month period: (1) the change in the average forecast based upon a sample of all analysts who issue a forecast in either six month period; and (2) the change in the average forecast based upon the sub-sample of only those analysts who issue forecasts in both 6-month periods. Our first measure of the decrease in the average forecast is a measure of the total decrease in average forecasts based upon all available forecasts for that firm-year. Our second measure captures that part of the total decrease in average forecasts that is not attributable to pessimistic analysts timing of their forecasts. The difference between these two measures captures that part of the decrease in average forecasts that is attributable to the forecast timing effect where relatively pessimistic analysts issue their forecasts later, on average. Panel A shows the results for our entire sample period which is comprised of 48,955 firm-years for the period 1989 to 2010. Panels B and C show the results for pre- and post Reg FD sub-periods. Panels B shows the results for the pre-Reg FD period (1989 to 1999); Panel C shows the results for the post-Reg FD period (2001 to 2010) periods. Since Reg FD was implemented in 2000, we delete year 2000 in our pre-Reg FD and post-Reg FD analyses. Analyst forecasts are winsorized at the bottom and top 1% of observations.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Panel A: All Sample Years—48,955 Firm-Years over the Period 1989 to 2010</th>
<th>Panel B: Pre-Reg FD Sample—24,208 Firm-Years Over the Period 1989 to 1999</th>
<th>Panel C: Post-Reg FD Sample—22,513 Firm-Years Over the Period 2001 to 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ Median Forecast</td>
<td>-0.1</td>
<td>-0.08</td>
<td>-0.05 (50%)</td>
</tr>
<tr>
<td>Δ Mean Forecast</td>
<td>-0.14</td>
<td>-0.14</td>
<td>-0.05 (45%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measure</th>
<th>Panel A: All Sample Years—48,955 Firm-Years over the Period 1989 to 2010</th>
<th>Panel B: Pre-Reg FD Sample—24,208 Firm-Years Over the Period 1989 to 1999</th>
<th>Panel C: Post-Reg FD Sample—22,513 Firm-Years Over the Period 2001 to 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ Median Forecast</td>
<td>-0.06</td>
<td>-0.02</td>
<td>-0.05 (40%)</td>
</tr>
<tr>
<td>Δ Mean Forecast</td>
<td>-0.09</td>
<td>-0.02</td>
<td>-0.05 (36%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measure</th>
<th>Panel A: All Sample Years—48,955 Firm-Years over the Period 1989 to 2010</th>
<th>Panel B: Pre-Reg FD Sample—24,208 Firm-Years Over the Period 1989 to 1999</th>
<th>Panel C: Post-Reg FD Sample—22,513 Firm-Years Over the Period 2001 to 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ Median Forecast</td>
<td>-0.04 (40%)</td>
<td>-0.02</td>
<td>-0.05 (50%)</td>
</tr>
<tr>
<td>Δ Mean Forecast</td>
<td>-0.05 (36%)</td>
<td>-0.02</td>
<td>-0.05 (45%)</td>
</tr>
</tbody>
</table>
This analysis tests whether analysts who have a relatively pessimistic outlook for upcoming annual earnings start forecasting later than other analysts. For each annual earnings announcement in this period, we select a sample of individual forecasts that are made in the last six months prior to the earnings announcement date. If an analyst issued more than one annual earnings forecast in this six month sample period, we retain only her first forecast. Using this sample of individual analysts’ forecasts made in the last six months prior to annual earnings announcements, we create a variable—Rank_Pessimism—to compare the relative pessimism of these individual analysts’ forecasts within each firm-year: Rank_Pessimism_{ait} is the rank of analyst a’s forecast of year t’s annual earnings for firm i, relative to all other analysts’ forecasts of year t annual earnings for firm i. High values of Rank_Pessimism indicate relative Pessimism compared to other analysts forecasting the same annual earnings. We scale Rank_Pessimism by the number of forecasts for a firm-year, giving a measure individual analysts’ relative Pessimistic that is scaled between 1 and 0. We use a similar approach to control for analysts’ relative accuracy. Using the same individual forecasts made in the last six months prior to the annual earnings announcement date, we calculate Rank_{FError} as the rank of analysts’ relative accuracy. Rank_{FError} is also scaled by the number of forecasts, giving a measure of relative accuracy that is scaled between 0 and 1. We use the following model to test our prediction that relatively pessimistic analysts start forecasting later in the forecast period.

\[
#DAYS_{ait} = \lambda_0 + \lambda_1 \text{Rank}_\text{Pessimism}_{ait} + \lambda_2 \text{Rank}_{FError} + \epsilon_{ait}.
\]

Where: #DAYS = the number of days between analyst a’s first forecast issue date of year t’s annual earnings for firm i and the earnings announcement date. If relatively pessimistic analysts systematically start forecasting later, then smaller values of #DAYS will be systematically associated with lower values of Rank_Pessimism. So, we would expect that: \( \lambda_1 < 0 \)

The sample consists of 433,858 analyst-firm-years spread over the period 1989 to 2010, and includes 48,955 firm-years. The results shown below are for a pooled regression that includes all 433,858 analyst-firm-years. These results are robust to using the Fama-MacBeth regression technique.

<table>
<thead>
<tr>
<th>( \lambda_0 )</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
<th>( R^2 )</th>
<th>No. of Analyst-Firm-Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p-value)</td>
<td>(p-value)</td>
<td>(p-value)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>239.0943</td>
<td>-8.8651</td>
<td>11.6711</td>
<td>0.002</td>
<td>433,858</td>
</tr>
<tr>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Higher values of Rank_Pessimism_{ait} indicate that analyst a is relatively pessimistic compared to the other analysts forecasting year t earnings for firm i. A significant negative coefficient on \( \lambda_1 \) indicates that analysts who start forecasting later (i.e., in the last six months) are relatively pessimistic compared to the other analysts forecasting earnings for the same firm-year. Lower values of Rank_{FError} indicate relatively more accurate analysts.
TABLE 4
The Association Between Analysts’ Forecast Timing and Institutional Ownership

We test whether analysts’ incentives to engage in forecast timing is related to short selling. D’Avolio (2002) reports that the number of shares available to borrow is highly correlated with institutional ownership, therefore, we assume that the supply of shares available to short is correlated with institutional ownership. If the pessimistic analysts who delay their forecasts are motivated by the trading commissions earned from the short sell, then their engagement in forecast timing should be more pronounced when more shares are available to short. We hypothesize that the pessimistic analysts’ engagement in forecast timing is stronger for firms with high institutional ownership. We test this possibility using the following model:

\[ \text{Prob}(\text{LATE}_{ait} = 1) = \lambda_0 + \lambda_1 \text{Rank}_{ait} \text{-Pessimism} + \lambda_2 \text{Rank}_{ait} \text{-FError} + \lambda_3 \text{IO}_{it} + \lambda_4 (\text{Rank}_{ait} \text{-Pessimism}_{ait} \times \text{IO}_{it}) + \lambda_5 (\text{Rank}_{ait} \text{-FError}_{ait} \times \text{IO}_{it}) + \epsilon_{ait} \]  

(3)

<table>
<thead>
<tr>
<th>( \lambda_0 ) (p-value)</th>
<th>( \lambda_1 ) (p-value)</th>
<th>( \lambda_2 ) (p-value)</th>
<th>( \lambda_3 ) (p-value)</th>
<th>( \lambda_4 ) (p-value)</th>
<th>( \lambda_5 ) (p-value)</th>
<th>Likelihood Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.3893</td>
<td>0.034</td>
<td>0.003</td>
<td>-0.2742</td>
<td>0.1557</td>
<td>-0.0281</td>
<td>3833.8</td>
</tr>
<tr>
<td>(&lt;0.001)</td>
<td>(0.016)</td>
<td>(0.825)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(0.229)</td>
<td>(&lt;0.001)</td>
</tr>
</tbody>
</table>

These results are based upon pooled regressions. The sample consists of 416,769 analyst-firm-years spread over the period 1989 to 2010, and includes 46,095 firm-years. These results are robust using the Fama-MacBeth regression technique. A significant positive coefficient on \( \lambda_4 \) indicates that analysts who are relatively pessimistic compared to the other analysts forecasting earnings for the same firm-year start forecasting later (i.e., \( \text{LATE} = 1 \)) when firms have higher percentage of institutional ownership.

Variable Definitions:
\( \text{LATE}_{ait} \), \( \text{Rank}_{ait} \text{-Pessimism} \), and \( \text{Rank}_{ait} \text{-FError} \) are defined in Table 1;
\( \text{IO}_{it} \) is the percentage of institutional ownership; shares held by institutions divided by shares outstanding for firm \( i \) at the beginning of fiscal year \( t \). Since institutional ownership is only reported quarterly, we use the institutional ownership data from the beginning of the quarter for all the months in the quarter.
TABLE 5
Firm Future Performance and Change in Coverage

We test if the change in analyst coverage ($\Delta Cov_{1-12,it}$) between 12 months prior to an annual earnings announcement ($Cov_{12,it}$) and 1 month prior to an annual earnings announcement ($Cov_{1,it}$) is related to firms’ future performance, i.e., abnormal return. $\Delta Cov_{12-1,it}$ is winsorized at the bottom and top 1% of observations. Asquith et. al (2005) find that short-sale constrained stocks underperform. Using low institutional ownership as a proxy for short-sale constrain, we argue that the increase in coverage from the relatively pessimistic analysts who forecast late contributes to lower future return for firms with low institutional ownership. The sample period is 1989 to 2010. We estimate the following model:

$$CAR_{it} = \alpha_0 + \alpha_1 \Delta Cov_{1-12,it} + \alpha_2 IO_{it} + \alpha_3 IO_{it} * \Delta Cov_{1-12,it} + \epsilon_{sit}$$  \hspace{2cm} (4)

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
<th>$R^2$</th>
<th>Number of Firm-Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooled regression</td>
<td>0.0322</td>
<td>-0.0294</td>
<td>-0.0288</td>
<td>0.0188</td>
<td>0.0145</td>
<td>63,735</td>
</tr>
<tr>
<td></td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fama-MacBeth</td>
<td>0.0306</td>
<td>-0.0277</td>
<td>-0.0395</td>
<td>0.0201</td>
<td>0.0192</td>
<td>63,735</td>
</tr>
<tr>
<td>Regression</td>
<td>(0.140)</td>
<td>(&lt;0.001)</td>
<td>(0.064)</td>
<td>(&lt;0.001)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Variable Definitions:
The raw change in coverage is calculated as: $\Delta Cov_{1-12,it} = Cov_{1,it} - Cov_{12,it}$; where $Cov_{1,it}$ is the number of analysts with outstanding forecasts 1 month before the earnings announcement date, and $Cov_{12,it}$ is the number of analysts with outstanding forecasts 12 months before the earnings announcement date. Results are robust using the percentage change in coverage.

$CAR_{it}$ = cumulative abnormal returns after earnings announcement for firm $i$ in year $t$ over the 90-trading day interval (1, 90), where 1 is one day after earnings announcement. The daily abnormal return for firm $i$ is computed as the difference between the daily return of firm $i$ and the value-weighted market return adjusted using the market model. The market model is estimated using a 255 trading-day estimation period ending 60 days before the earnings announcement date. We delete the observation if the stock has fewer than 3 days of return data in the estimation period. Results are robust if we measure $CAR_{it}$ using alternative windows as (1, 30), (1, 60), (1,180) and (1, 365) and equally-weighted market returns.

$IO_{it}$ is the percentage of institutional ownership; shares held by institutions divided by shares outstanding for firm $i$ three months before earnings announcement date for year $t$. Since institutional ownership is only reported quarterly, we use the institutional ownership data from the beginning of the quarter for all the months in the quarter.